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Improve Distribution to End Users through Data Pool

	Launch Criticality:  Synergy IV
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Priority: NO DATA 
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	NOTE: The number of tracked changes (above) represents the number of changes to this particular Ticket. Whenever the data appearing in this Ticket changes this number is incremented by 1.


External Interface Dependency:

SCF, SIPS.

Subsystem Dependency:

DPL, OMS, MSS, PDS

Preconditions:

The ticket specifies several order manager regression tests that require the full complement of test data specified in ticket OD_S3_01.  

A number of the tests require more than 100 orders covering more than 1,000 granules within a short period of time to test scheduling algorithms and correct support for staging, retention and ftp push policies. The granules must be distributed over at least two different archives and 20 different tape volumes.  At least one of the tests requires the use of AMASS and data that reside on tapes.  That test requires the use of at least 2,000 granules.  These granules should be of real size (i.e., not the tiny granules used for workload testing).

The Data Pool must have adequate amounts of free space to hold the granules that will be staged in the course of executing the various tests.

Differences from Previous Releases:

The ticket provides the following new capabilities mentioned in the Synergy IV proposal:

1. Allow users to order Data Pool data for media distribution via the Data Pool web interface.

2. Perform distribution of ECS data via the Data Pool by having OMS stage data from the archive (with certain exceptions, such as billable and restricted data).

3. Enhance the OMS to improve the management of FTP Push operation.

Another ticket (OD_S4_02) adds the capability for routing orders  through the OMS that are submitted via the SIPS Machine-to-Machine Gateway (MTMGW)

Operations Concept:

For budget and schedule reasons, the enhancements focus besides the Data Pool web orders, on the ECS data access flows that are already interfacing with the OMS, i.e., EDG orders and subscriptions.  To these, Synergy IV will add an interface between the SIPS Machine-to-Machine Gateway (MTMGW); this is the topic of a separate ticket (OD_S4_02).  Distribution requests submitted via other interfaces, e.g., the ECS Data Processing Subsystem (DPS), EDG Integrated Browse, SCLI, and the ASTER Email ordering gateway do not currently have interfaces with the OMS and will be excluded from this capability.  It also excludes ASTER on-demand and orders for External Subsetters.  In addition, the capability will exclude some types of ECS collections whose orders require special handling in ECS (e.g., Landsat fixed scenes and BMGT bulk browse products), as well as orders that include granules whose access is restricted, e.g., because they are billable or hidden.  These granules cannot simply be placed into the Data Pool file systems because those file systems are publicly accessible, e.g., via anonymous FTP. 

A more detailed description of the operations concepts for these capabilities is provided in a separate Operations Concept document which includes a number of system scenarios. The following is a brief summary of these concepts.

Users will be able to submit orders for granules they found in the Data Pool during drill down browsing via the Data Pool web interface.  The web interface will submit these orders to the OMS, just like the EDG.  Note that this does not apply to user’s requests for subsetting, reformatting, and re-projection via the HEG.  These requests will continue to be tracked by the existing HEG capabilities. 

The data orders from the Data Pool web interface reference granules that are in the Data Pool.  OMS and PDS upgrades will allow these subsystems to recognize this fact.  The PDS will suppress staging for such granules and change the way it handles cleanup so these granules are not removed from the Data Pool before they expire. 

These extensions and the increase in Data Pool storage planned for Synergy 4 will be leveraged to route the distribution of all orders through the Data Pool cache that the OMS manages and that are not subject to the restrictions mentioned above.  The OMS will determine whether the granules requested by an order are in the Data Pool or not, and rather than using the current ECS facilities for staging, it will use the Data Pool insert service to copy granules directly into the Data Pool if they are not yet there.  This uses Synergy III enhancements to stage from the archive and schedule the staging operations by considering the granules’ tape location. Staging will now be coordinated across orders and data pool insert operations.  Granules that were staged into the Data Pool for the sole reason of supporting order processing will be hidden from Data Pool web users to avoid confusing web drill down results. Finally, OMS will be augmented so it can perform FTP Push directly from the Data Pool.

This type of planned staging offers a number of advantages.  

1. No staging will take place for granules that reside in the Data Pool, reducing the amount of data that needs to be retrieved from the archive.

2. Hold-ups in the distribution pipeline have no immediate effect on staging, which will continue to operate. This gives distribution a better chance to catch up when it resumes. In fact, as the distribution backlog grows, the opportunities for optimizing tape access improve.

3. Since the Data Pool itself acts as distribution cache, frequently ordered granules (e.g., for “hot spots”) will be found in the Data Pool and can be distributed more quickly or can be downloaded by users directly from the Data Pool in response to FTP Pull orders.
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Figure 3-1.  Integration of ECS Order Services with Data Pool

4. FTP Pull orders that are processed in this fashion no longer require the use of a dedicated FTP Pull area.  Instead, the Data Pool itself can serve as FTP Pull area. 

5. FTP Push can be monitored and managed more closely using OMS facilities and operator GUIs.

6. The operation of the PDS is simplified for the media orders staged by the OMS. PDS will not need to send staging requests into ECS (reducing the workload on ECS distribution components).  The OMS paces staging according to operator configured parameters to prevent PDS staging areas from overflowing, relieving the PDS of this requirement.

Backlogs for orders are not untypical and offer the biggest opportunity for organizing staging from the archive such that tape accesses are reduced.  However, the number of pre-staged granules that are waiting for media distribution must not be so large as to lead to a shortage of Data Pool disk storage.  Similarly, it is not acceptable to defer the staging of granules in the interest of reducing tape mounts if this results in under-utilizing distribution bandwidth (e.g., FTP).  Finally, high priority requests need to be honored expediently even if this interferes with optimizing tape access.

Operators will be given a number of tools to control and pace staging operations.  They will be able to configure low and high watermarks for each output queue (media type, FTP destination).  The OMS will regulate to keep the amount of data and number of requests in staging or staged and waiting for distribution between these two watermarks.  It will also use the low watermark to decide when requests have a high enough priority to be dispatched preemptively. This will allow operators to match data staging to the distribution bandwidth of each distribution channel.

Orders go through several steps during the staging process.  The OMS will initially queue those that require granules from the archive.  Eventually, the OMS will  promote them into the “Staging” state.  This makes them eligible for submitting requests for tape mounts to the archives.  For FTP Push orders, the ftp operations will be queued as the data is staged.  Media orders are submitted to the PDS for processing once all their data is in the Data Pool.  Finally, when the requested data has been shipped, the order is considered complete and any granules staged for ordering are eligible for cleanup.  OMS operator GUIs will be enhanced to allow monitoring and management of staging operation and disk space consumption.

Since the Data Pool also serves as distribution cache, operators will be given additional capabilities to manage retention and cleanup policies.  This allows them to ensure that data are not cleaned up while referenced by active orders, but are cleaned up expediently otherwise.

Since the changes imply increased use of the MSS order tracking database, the capability will provide a mechanism for the regular cleanup of finished orders.  The cleanup will be based on  order retention periods which DAAC operations can tailor by media type, order source, and completion status (e.g., successful or failed).

Operational Impact:

Currently, DAAC operations use five operator GUIs to manage distribution, namely the OMS, PDS, SDSRV, DDIST, and STMGT GUIs.  Many of the data orders will no longer flow through SDSRV, DDIST and STMGT, and will not be visible on their screens.  Instead, the OMS GUI will be enhanced so it can be used to perform the corresponding operator functions.

Ftp push distribution to ftp destinations that experience problems will be suspended automatically, and resumed automatically when the problems are resolved.  These events will use a new alert capability modeled after the OMS operator intervention facilities, thus also permitting manual responses if operators so desire.  Operators will be able to reserve FTP push threads for specific destination to guarantee service.  

Operators will be able to control the maximum number of tape drives in each archive for which staging requests may be dispatched. They will be able to set low and high watermarks by media type to control the distribution of archive bandwidth among the output devices. They will be able to set similar limits for honoring priority requests.  They can specify the parameters that control how the priorities of requests are raised while they wait for service.  They will configure the policy for retaining data staged for distribution once the order has been processed.

Since many orders will bypass SDSRV, DDIST and STMGT, their workload will drop.  Contention between insert and distribution, i.e., archive read and write requests will drop.  It is likely that this will improve DDIST and STMGT response times significantly, which in turn may make it possible to reconfigure DDIST, STMGT and INGST threads. 

The ECS FTP Pull Area and Read Only caches will not be used as much and it may be possibly to reduce their size. 

Transition Approach:

Operation of the PDS will be backwards compatible with the current operations paradigm:  Unless the OMS provides a list of staged files for each granule, it will submit staging requests for the granules to ECS.

The OMS can be configured to route all orders according to today’s processing flows.  This will permit DAACs to switch between “new” and “old” order processing.  Sole exception will be the processing of media orders for Data Pool granules from the Web GUI.  Such orders will always bypass staging and will require the new PDS and OMS capabilities.  The new OM GUI capabilities will remain available regardless of the mode in which the OMS operates, however, many of them are only effective while an order is under the control of the OMS and thus provide little benefit when the OMS uses the “old” processing paradigm.  

After transition, orders that have already been submitted by the OMS to downstream components will continue processing in the usual manner, as will orders that have been validated and are merely waiting for submission.  New orders and orders queued for validation will be processed in the new fashion, unless the OMS has been configured to use the “old” order processing method.

The DAAC can switch the OMS from the “old” to the “new” processing paradigm at any time while the OM Server is inactive.  The switch will affect newly arriving orders and orders that are still waiting for OMS processing.  It will not affect orders that are already in progress.

The DAAC can switch the OMS from the “new” to the “old” processing paradigm at any time while the OM Server is inactive.  The switch will affect only orders that have not yet been submitted to the PDS.  Partially filled FTP Pull and FTP Push orders will be re-processed.  Such orders will then be submitted to PDS and SDSRV as today, and their granules will be restaged via DDIST and STMGT.  The switch will not affect granules already staged to the Data Pool; they will remain in the Data Pool until they reach the expiration set by the distribution staging and retention policy in effect before the switch back.

Comments:

The ticket specifies a performance test to verify the correct scheduling of staging operations and assess throughput.  Additional throughput criteria will be verified as part of the 24 hour test specified in the Synergy IV workload ticket (WL_S4_01).

For a requirement flagged DESIRABLE, the test criteria are TBD at the time the requirement are accepted into the ticket.

As part of Synergy IV, the Data Pool Insert Service will be able to invoke a DAAC supplied compression algorithm to the granules it processes.  As a consequence. granules that belong to collections for which compression was enabled by the DAAC will be distributed in their compressed format.  

Level 3 Requirement(s): TBD

IRD Requirement(s): None

Level 4 Requirement(s):    DRAFT,  Subject To Approval

	L4 ID
	L4 Text
	Crit.
	L4 Release
	CCR Num

	
	Data Pool Web Access Service
	
	
	

	S-DPL-x1010
	The Data Pool Web Access Service shall allow users to order the granules in the shopping cart for distribution via any of the physical media offered by ECS. 

[NOTE: this is not intended to extend to HEG orders.  They will continue to be available only via FTP.]
	110
	Synergy IV
	

	S-DPL-x1020
	The Data Pool Web Access Service shall allow the user to include in or exclude from the order the XML metadata files for the granules in the shopping cart.
	110
	Synergy IV
	

	S-DPL-x1030
	The Data Pool Web Access Service shall require the user to enter an e-mail address of a maximum length of TBD characters for the order.

[Note: Maximum length to be resolved during preliminary design.]
	110
	Synergy IV
	

	S-DPL-x1040
	The Data Pool Web Access Service shall allow the user to provide a contact address for the order, compatible with the corresponding MSS data elements.
	110
	Synergy IV
	

	S-DPL-x1050
	The Data Pool Web Access Service shall allow the user to provide a string of a maximum length of 255 characters as identification or characterization of the order.   

[Note: This will be used to fill the Userstring parameter that is available for each order, and will be included in the Distribution Notice associated with the order.]
	110
	Synergy IV
	

	S-DPL-x1060
	The Data Pool Web Access Service shall assume a distribution priority of NORMAL for the order.
	110
	Synergy IV
	

	S-DPL-x1070
	The Data Pool Web Access Service shall allow the user to select a valid ECS physical media type for the order.
	110
	Synergy IV
	

	S-DPL-x1080
	The Data Pool Web Access Service shall require the user to provide the shipping information for the order, compatible with the corresponding MSS data elements.
	110
	Synergy IV
	

	S-DPL-x1090
	The Data Pool Web Access Service shall warn the user if the distribution request exceeds any of the configured request limits.
	122
	Synergy IV
	

	S-DPL-x1095
	The Data Pool Web Access Service shall make media types unavailable as choices if the contents of the shopping cart exceed one of their request limits (e.g., media too small or order exceeds maximum order size for that media type).

[Note:  This could result in no media type being available if the order is too large.]
	124, 125
	Synergy IV
	

	S-DPL-x1096
	The Data Pool Web Access Service shall make media types unavailable as choices if the contents of the shopping cart is less than the minimum request size for that media type (i.e., request is too small).

[Note: This could result in no media type being available if the order is too small. This also will require the addition of a “Minimum Request Size” configuration parameter for each media type.]
	124
	Synergy IV
	

	S-DPL-x1098
	The Data Pool Web Access Service shall verify that all granules in a shopping cart are still in the Data Pool before submitting the order, and not submit the order and return an appropriate error indication flagging the unavailable granule(s) if that is the case.
	126
	Synergy IV
	

	S-DPL-x1100
	The Data Pool Web Access Service shall submit a data distribution request for the ordered granules and files to the OMS Database. 

[Note: The interface must employ the OMS stored procedures for request submission.].
	110
	Synergy IV
	

	S-DPL-x1110
	The Data Pool Web Access Service shall empty the shopping cart after the data distribution request was successfully submitted to the OMS Database.
	110
	Synergy IV
	

	S-DPL-x1120
	The Data Pool Web Access Service shall display the assigned MSS order ID and the order status to the user after the data distribution request was successfully submitted to the OMS Database.  
	110
	Synergy IV
	

	S-DPL-x1130
	The Data Pool Web Access Service shall permit a user to obtain the current status of an order in a form that is meaningful to the user. 

[Note: The last phrase means that there needs to be a translation from MSS states to the status displayed to the user.  The mapping from MSS state to status values displayed to a user is TBD by the preliminary design.  Candidate values are: QUEUED; IN PROGRESS; SHIPPED; FAILED.

It was agreed that the user would need to provide an order Id and for verification purposes, a matching Email address to obtain the order status.]
	110
	Synergy IV
	

	S-DPL-x1140
	The Data Pool Web Access Service shall permit a user to bookmark the page displaying the order ID and status such that the user can use the bookmark later to obtain a current status of the order.
	110
	Synergy IV
	

	S-DPL-x1160
	The Data Pool Web Access Service shall display a meaningful error message to the user if the submission of the order into the OMS Database failed.

[Note: The error messages must be reviewed with the DAACs during preliminary design]
	120
	Synergy IV
	

	S-DPL-x1170
	The Data Pool Web Access Service shall allow a user to resubmit an order for a shopping cart if the submission of the order to the OMS Database failed.
	120
	Synergy IV
	

	S-DPL-x1180
	When re-submitting a data distribution request, the Data Pool Web Access Service shall guard against duplicate order submission by employing the corresponding capability of the Order Management Service.
	N/a
	Synergy IV
	

	
	Order Management Operator GUI (OM GUI)
	
	
	

	S-OMS-x1010
	The OM GUI shall display the OMS processing mode.

[Note: There is currently no intent to allow operators to change the OMS processing mode via GUI.]
	10,30
	Synergy IV
	

	S-OMS-x1020
	The OM GUI shall display the processing mode of a request in a request list if it is different from the current OMS processing mode.
	220
	Synergy IV
	

	S-OMS-x1022
	The OM GUI shall allow full capability operators to configure the exceptions that determine whether a distribution request must be processed according to Synergy III mode even if OMS is operating in Synergy IV mode (see S-OMS-x3140), to include:

a. a list of ECS collections that must be processed in Synergy III mode

b. a list of media types that must be processed in Synergy III mode

c. [TBR during preliminary design] a list of the configured FTP destinations that must be processed in Synergy IV mode.

[Note: item c. may be needed to support cross DAAC ingest.]
	30
	Synergy IV
	

	S-OMS-x1030
	The OM GUI shall allow full capability operators to configure the following size classification and staging policy parameters:

a. the number of tape mounts which when exceeded, classifies an order as LARGE.

b. the number of tape mounts which when exceeded classifies an order that is not LARGE as MEDIUM (all orders with fewer tape mounts than this will be considered SMALL)

c. an optional limit on the maximum number of distribution requests in each size category that may be in the Staging state concurrently.  
	200, 210, 211, 212, 213, 214
	Synergy IV
	

	S-OMS-x1032
	The OM GUI shall allow full capability operators to configure the following distribution staging policy parameters for each physical media type:

a. A request high water mark (RHWM), specifying the desired maximum number of requests that may be in the Staging state, or that completed staging but are not in a terminal state (such as Shipped).

b. A data volume high water mark (DHWM) specifying the desired maximum data volume that may be in staging or staged but not yet shipped; the assumption being that if the data volume and the number of requests in these states is above DHWM, respectively RHWM, the media devices have plenty of work to keep them busy. 

c. A request low water mark (RLWM), specifying the desired minimum number of requests that should be in staging or staged.

d. A data volume low water mark (DLWM) specifying the desired minimum data volume that should be in staging or staged but not yet shipped; the assumption being that if the number of requests or data volume in these states falls below RLWM, respectively DLWM, the media devices may soon be idle.   

[NOTE: The lower water marks are also used in preemptive staging decisions.]
	200, 210, 211, 213, 214
	Synergy IV
	

	S-OMS-x1034
	The OM GUI shall allow full capability operators to configure a RHWM, DHWM and DLWM value for each FTP Push Destination, as well as the general FTP Push group of FTP Push destinations that have not been configured explicitly:

[NOTE: FTP Push requires no RLWM]
	200, 210, 211, 212, 213, 214
	Synergy IV
	

	S-OMS-x1036
	The OM GUI shall allow full capability operators to configure the following distribution staging policy parameters for FTP Pull:

a.  A request high water mark (RHWM), specifying the desired maximum number of requests that may be in the Staging state.

b. A data volume high water mark (DHWM) specifying the desired maximum data volume that may be in staging or staged but not yet expired.

c. A preemption priority, i.e., the priority level at which an FTP Pull distribution request becomes eligible for pre-emptive staging (i.e., to be staged even if the FTP Pull area as at or above the DHWM or the number of requests in staging is above RHWM).

[NOTE: FTP Pull requires no RLWM or DLWM; their roles is replaced by the preemption priority]
	200, 210, 211, 212, 213, 214
	Synergy IV
	

	S-OMS-x1038
	The OM GUI shall allow full capability operators to configure the following request aging parameters for each ECS priority level [TBD: and each media type, and for FTP Push, for each ECS priority level and configured FTP Destination as well as the general FTP push group]:

a. an aging rate indicating the amount by which the priority of a request shall increase for every hour that the request has been waiting, in the range of 0 to 100 (including decimal fractions).

b. the maximum priority a request can attain through aging. 
	211, 214, 302
	Synergy IV
	

	S-OMS-x1060
	The OM GUI shall allow full capability operators to configure up to 64 specific FTP Push destinations, each uniquely identified by the target ftp host and directory.
	370
	Synergy IV
	

	S-OMS-x1062
	The OM GUI shall allow full capability operators to configure the following FTP Push policy parameters for each configured FTP Push destination as well as the general FTP Push group:

a. The maximum number of concurrent FTP Push operations for that destination (with a default of 1).

b. Whether the FTP operations for the destination shall be timed out, and if so, FTP time out parameters consisting of the minimum expected throughput in MB/second and an additional timeout value in seconds, to be used to identify stuck FTP push operations. 

c. Whether the destination is subject to automated retry when suspended, and if so, the time interval (in minutes) between automatic retries.
	370
	Synergy IV
	

	S-OMS-x1064
	The OM GUI shall allow full capability operators to configure the FTP Push policy parameters specified in S-OMS-x1062 also for the general group of FTP destinations not specifically configured as separate destinations.

[Note: The OMS will allow at most one FTP connection for any destination in the general FTP destination group.]
	370
	Synergy IV
	

	S-OMS-x1066
	The OM GUI shall allow full capability operators to configure on a global basis (i.e., irrespective of destination) a maximum number of consecutive ftp transfer failures for a destination which – when exceeded – shall lead to the suspension of that destination.

[Note: This also guards against getting an excessive number of operator interventions.]
	333
	Synergy IV
	

	S-OMS-x1070
	The OM GUI shall allow full capability operators to configure a minimum request size of each media type.
	124
	Synergy IV
	

	S-OMS-x1080
	The OM GUI shall allow full capability operators to configure a list of ESDT (shortname plus version ID) which shall cause a request referencing granules from that collection to be processed in Synergy III mode.
	30
	Synergy IV
	

	S-OMS-x1090
	The OM GUI shall allow full capability operators to configure a list of media types whose distribution requests shall be processed in Synergy III mode.
	30
	Synergy IV
	

	S-OMS-x1100
	The OM GUI shall allow full capability operators to configure the retention time period for orders according to:

a. whether the order completed successfully or not

b. for successful orders, the source of the order (V0 Gateway, SIPS Machine-to-Machine Gateway, Subscriptions, Data Pool Web Interface), and the type of media (FTP Pull, FTP Push, or physical media)
	420
	Synergy IV
	

	
	Monitor Staging
	
	
	

	S-OMS-x1200
	The OM GUI shall allow full capability operators to suspend staging for the Synergy IV processing mode.
	215
	Synergy IV
	

	S-OMS-x1201
	The OM GUI shall allow full capability operators to suspend staging for the Synergy IV processing mode by archive (silo).
	215
	Synergy IV
	

	S-OMS-x1202
	The OM GUI shall allow full capability operators to resume suspended staging for the Synergy IV processing mode. 
	215
	Synergy IV
	

	S-OMS-x1203
	The OM GUI shall allow full capability operators to resume staging for the Synergy IV processing mode for an archive (silo) for which staging is suspended.
	215
	Synergy IV
	

	S-OMS-x1204
	The OM GUI shall indicate on its monitoring screen whether staging is suspended for the Synergy IV processing mode.
	215
	Synergy IV
	

	S-OMS-x1205
	The OM GUI shall indicate on its monitoring screen whether staging is suspended in the Synergy IV processing mode for a specific archive (silo).
	215
	Synergy IV
	

	S-OMS-x1206
	The OM GUI shall allow operators to display the overall distribution staging status for the Synergy IV processing mode, to include the total amount (number, MB) of ordered granules that are currently:

a. waiting for staging, 

b. in staging, 

c. staged to the Data Pool but not yet shipped, 

d. staged and shipped, but still in the Data Pool [Note: this excludes data that were inserted into the Data Pool also for other reasons, such as when granules are ordered for FTP Push but are also inserted into the Data Pool via Data Pool insert subscriptions].
	200
	Synergy IV
	

	S-OMS-x1210
	The OM GUI shall allow operators to display the overall distribution staging status for the Synergy IV processing mode by media type, and for FTP Push by FTP destination group, and on the same display page, the corresponding staging policy parameter, such as low and high watermarks.
	200, 212
	Synergy IV
	

	S-OMS-x1230
	The OM GUI shall allow operators to monitor staging throughput (in 15 minute time intervals) for the Synergy IV processing mode, to include the total amount (number, MB) of ordered granules that were:

a. found in the Data Pool, 

b. submitted for staging, 

c. completed staging to the Data Pool successfully,

d. returned with staging error.

[DESIRABLE: differentiate between staging from Archive cache and from tape]
	200
	Synergy IV
	

	S-OMS-x1240
	[DESIRABLE] The OM GUI shall allow operators to monitor  staging throughput (in 15 minute time intervals) for the Synergy IV processing mode by media type, and for FTP Push by configured FTP Push destination (including the general FTP Push group), for which the granule is being staged.

[Note: Granules that are referenced by multiple orders and thus may be staged for several media types may be counted more than once.] 
	TBD
	Synergy IV
	

	S-OMS-x1242
	[DESIRABLE] The OM GUI shall allow operators to configure the number of recent time intervals (up to 12) that should be shown when the throughput is displayed.
	TBD
	Synergy IV
	

	S-OMS-x1244
	[DESIRABLE] When displaying staging throughput, the OM GUI shall also display the cumulative totals of the staging throughput for a reporting period measured in hours that is selectable by the operator (up to 24 hours).
	TBD
	Synergy IV
	

	S-OMS-x1250
	[DESIRABLE] The OM GUI shall allow operators to display the staging throughput for the Synergy IV processing mode for each archive (in terms of the items listed in S-OMS-x1230b, c, and d.).
	TBD
	Synergy IV
	

	S-OMS-x1260
	[DESIRABLE] The OM GUI shall allow operators to display the number of Synergy IV OMS staging (i.e., Data Pool insert)  requests that are currently active. 

[NOTE: This could be via a link to a corresponding DPL GUI capability].
	TBD
	Synergy IV
	

	S-OMS-x1262
	The OM GUI shall allow operators to display the number of Synergy IV OMS distribution requests that are currently in staging. 
	200
	Synergy IV
	

	S-OMS-x1264
	[DESIRABLE] The OM GUI shall allow operators to display the number of Synergy IV OMS distribution requests that are currently in staging by media type, and for FTP Push, by configured FTP Push destination as well as the general FTP Push group. 
	TBD
	Synergy IV
	

	S-OMS-x1270
	[DESIRABLE] The OM GUI shall allow operators to display the number of Synergy IV OMS staging (i.e., Data Pool insert) requests that are currently active for each archive. 

[NOTE: This could be via a link to a corresponding DPL GUI capability].
	TBD
	Synergy IV
	

	S-OMS-x1280
	The OM GUI shall allow operators to filter the distribution request list so it shows only the distribution requests in specific states, such as those that:

a. are currently in the staging state,

b. are in the staging state but no granules have been staged for them as yet,

c. are in the staging state and have begun but not yet completed staging, 

d. have completed staging (i.e., all granules are staged) but are yet shipped,

e. (for FTP Push requests) have begun FTP Push,

f. have been submitted to PDS. (i.e., are no longer managed by OMS),

g. have shipped.

[Note: The lists of states shall be completed during preliminary design.  It is desirable to use the existing MSS states to characterize the state of a request.]
	220
	Synergy IV
	

	S-OMS-x1290
	The OM GUI shall allow operators to AND the filter on request state and media type, when filtering requests.
	220
	Synergy IV
	

	S-OMS-x1300
	The OM GUI shall allow operators to display in the list of requests, for each request its staging completion status (e.g., the percentage or number of granules or the percentage or amount of data that has been staged or still needs to be staged).

[NOTE: The exact nature of the information to be displayed shall be resolved during preliminary design with input from the DAACs.]
	220
	Synergy IV
	

	S-OMS-x1310
	The OM GUI shall allow operators to sort the list of requests by staging completion status.
	220
	Synergy IV
	

	S-OMS-x1312
	The OM GUI shall display the size category to which a request was allocated in the list of requests.
	220
	Synergy IV
	

	S-OMS-x1312
	[DESIRABLE] The OM GUI shall allow operators to sort the list of requests by the size category to which each was allocated.
	TBD
	Synergy IV
	

	S-OMS-x1320
	The OM GUI shall allow operators to display in the list of granules for a given request, the staging status of each granule (e.g., whether the granule is queued for staging, is currently staging, or completed staging and when). 

[NOTE: The exact nature of the information to be displayed shall be resolved during preliminary design with input from the DAACs.]
	230
	Synergy IV
	

	S-OMS-x1330
	The OM GUI shall allow operators to sort the list of granules for a given request by their staging status.
	230
	Synergy IV
	

	
	Monitor FTP Push
	
	
	

	S-OMS-x1510
	The OM GUI shall allow operators to display the number of FTP Push operations in progress.

[Note: An FTP push operation is the process of transferring a granule via FTP to its FTP destination.]
	300
	Synergy IV
	

	S-OMS-x1520
	The OM GUI shall allow operators to list FTP Push operations in progress, with their destination, start time, and size, and allow operators to sort the list by destination or start time or both.
	300
	Synergy IV
	

	S-OMS-x1530
	[DESIRABLE] The OM GUI shall allow operators to display the cumulative FTP Push throughput for the Synergy IV processing mode for each of the configured FTP push destination, to include the total amount (number, MB) of ordered granules that:

a. were pushed successfully

b. failed.

[Note: “failed” includes all ftp push operations in the time period that terminated with a non-retriable error, regardless of whether the operations completed successfully later after the destination was resumed.]
	TBD
	Synergy IV
	

	S-OMS-x1532
	[DESIRABLE] The OM GUI shall allow the operator to select the time interval over which the cumulative throughput will be displayed in terms of number of hours (up to 24).
	TBD
	Synergy IV
	

	S-OMS-x1534
	[DESIRABLE] The OM GUI shall allow operators to display the current minimum, average and maximum FTP Push throughput (in 15 minute time intervals) for the Synergy IV processing mode that was achieved on individual FTP transfers for each configured FTP push destination.

[Note: The average FTP throughput is the size of the pushed file divided by the duration of the ftp push operation.  If there was no FTP Push operation for a destination, the throughputs are NULL.] 
	TBD
	Synergy IV
	

	S-OMS-x1536
	[DESIRABLE] The OM GUI shall allow operators to display the FTP Push throughput for a configured FTP push destination over a time interval selectable by the operator in terms of number of hours (up to 24).
	TBD
	Synergy IV
	

	S-OMS-x1540
	The OM GUI shall allow operators to display in the list of FTP Push distribution requests, for each request its destination and its FTP Push completion status (e.g., the percentage or number of granules or the percentage or amount of data that has been pushed or still needs to be pushed).

[NOTE: The exact nature of the information to be displayed shall be resolved during preliminary design.]
	220, 300
	Synergy IV
	

	S-OMS-x1550
	The OM GUI shall allow operators to sort the list of FTP Push requests by destination and their FTP Push completion status.
	220, 300
	Synergy IV
	

	S-OMS-x1560
	The OM GUI shall allow operators to display in the list of granules for a given FTP Push request, its FTP Push status (e.g., whether the granule completed push or not).
	305
	Synergy IV
	

	S-OMS-x1570
	The OM GUI shall allow operators to sort the list of granules for a given FTP Push distribution request by their FTP Push status.

[Note: This is only significant if the request has begun but not yet completed FTP Push.]
	305
	Synergy IV
	

	S-OMS-x1580
	The OM GUI shall allow full capability operators to suspend the dispatching of FTP Push operations for a destination.
	310
	Synergy IV
	

	S-OMS-x1590
	The OM GUI shall allow operators to display a list of the suspended FTP Push destinations, including when they were suspended and the amount of data (number of granules, MB) queued for each.

[Note: Details of what should be displayed in that list is TBD by preliminary design.]
	310
	Synergy IV
	

	S-OMS-x1600
	The OM GUI shall allow operators to view details about a suspended destination, to include the list of FTP Push operations that caused the suspension and the list of the FTP Push requests that are associated with the destination and are not in a terminal state.

[Note: The details of what needs to be displayed is TBD during preliminary design.]
	310
	Synergy IV
	

	S-OMS-x1610
	The OM GUI shall allow full capability operators to resume dispatching of FTP Push operations to a suspended destination. 
	310
	Synergy IV
	

	
	FTP Pull
	
	
	

	S-OMS-x1700
	The OMS GUI shall allow operators to configure the time period for which granules for FTP Pull requests shall be retained, as well as the retention priority they shall be assigned.
	280
	Synergy IV
	

	
	Operator Interventions and Alerts
	
	
	

	S-OMS-x1800
	The OM GUI shall allow operators to view operator interventions related to staging (i.e., failed Data Pool inserts) and FTP Push (i.e., failed ftp push operations that did not cause the destination to be suspended).
	250, 345
	Synergy IV
	

	S-OMS-x1802
	[DESIRABLE] The OM GUI shall allow full capability operators to operators to configure an optional e-mail address to which notifications about alerts and interventions shall be sent.
	TBD [272, 274, 330]
	Synergy IV
	

	S-OMS-x1804
	[DESIRABLE] The OMS GUI shall send an e-mail containing the information regarding an alert or an operator intervention to the configured email address, if such an email address was configured.
	TBD [272, 274, 330]
	Synergy IV
	

	S-OMS-x1810
	The OM GUI shall allow full capability operators to disposition interventions related to staging and FTP Push by having the staging/ftp push operation retried, failing the corresponding granule, or failing the distribution request.

[Note: See corresponding requirements for the Data Pool Insert Service to react to request cancellations.]
	250, 345
	Synergy IV
	

	S-OMS-x1815
	The OM GUI shall allow operators to monitor for operator alerts. 

[Note:  The list of alerts includes suspension of the following due to errors: a/ FTP destination; b/ archive; c/ Data Pool file system], 
	340, 272, 274, 276
	Synergy IV
	

	S-OMS-x1820
	The OM GUI shall allow operators to view FTP Push operator alerts.

[Note: : the details of the information to be displayed should be determined in cooperation with the DAACs during preliminary design.]
	340
	Synergy IV
	

	S-OMS-x1830
	The OM GUI shall display the current status of the FTP Push destination when displaying an FTP Push alert. 
	340
	Synergy IV
	

	S-OMS-x1840
	The OM GUI shall allow full capability operators to list the FTP Push distribution requests associated with the destination that is the subject of the FTP Push alert being viewed.

[Note: This is the same list as if the operators had selected the destination from a list.]
	340
	Synergy IV
	

	S-OMS-x1850
	The OM GUI shall allow full capability operators to resume dispatching to the destination that is the subject of the FTP Push alert they are viewing. 
	340
	Synergy IV
	

	S-OMS-x1860
	The OM GUI shall allow full capability operators to edit the FTP Push parameters of a request for a suspended destination.

[Note: This would allow operators to correct failures due to a changed password or ip address.]
	341
	Synergy IV
	

	S-OMS-x1862
	[DESIRABLE] The OM GUI shall allow operators to apply the updates to the FTP Push parameters of a request mentioned in S-OMS-x1860 to all FTP Push requests for that destination that are not yet in a terminal state.
	TBD
[342]
	Synergy IV
	

	S-OMS-x1865
	The OM GUI shall allow full capability operators to alter the status of an automatically suspended destination from automatic resumption to manual resumption.

[Note: This mans that the OMS will not continue to retry resuming the FTP Push operation to the destination.  Instead, the destination must be resumed by the operator.]
	342
	Synergy IV
	

	
	
	
	
	

	
	
	
	
	

	S-OMS-x1900
	The OM GUI shall identify the archive affected by an archive related operator alert when listing alerts. 
	272
	Synergy IV
	

	S-OMS-x1910
	The OM GUI shall allow operators to view operator alerts regarding archives. 

[Note: the details of the information to be displayed should be determined in cooperation with the DAACs during preliminary design. Resumption of an archive will be manual – see S-OMS-1203]
	272
	Synergy IV
	

	S-OMS-x1930
	The OM GUI shall identify the Data Pool file system affected by an operator alert related to Data Pool file system when listing alerts. 
	274, 276
	Synergy IV
	

	S-OMS-x1940
	The OM GUI shall allow operators to view operator alerts regarding Data Pool file systems. 

[Note: the details of the information to be displayed should be determined in cooperation with the DAACs during preliminary design. Resumption of Data Pool inserts to a specific Data Pool file system is the subject of Data Pool Maintenance GUI requirements, see S-DPL-xx105 in OP_S4_06]
	274, 276
	Synergy IV
	

	
	Add DDIST GUI Functionality
	
	
	

	S-OMS-x2000
	The OM GUI shall allow full capability operators to alter the priority of a distribution request while granules for the request still need to be staged.

[NOTE: It is TBD by the preliminary design how this will be implemented. The change in priority will not affect Data Pool inserts or FTP Push operations that are in progress; and the change of the priority may not take effect immediately.]
	240
	Synergy IV
	

	S-OMS-x2010
	The OM GUI shall allow full capability operators to alter the priority of a FTP Push requests while granules for the request still need to be pushed.

[NOTE: It is TBD by the preliminary design how this will be implemented. The change in priority will not affect FTP Push operations that are in progress; and the change of the priority may not take effect immediately.]
	310, 350
	Synergy IV
	

	S-OMS-x2020
	The OM GUI shall allow full capability operators to suspend a distribution request while granules for the request still need to be staged (i.e., not all granules have completed staging or have been otherwise dispositioned). 

[NOTE: It is TBD by the preliminary design how this will be implemented. The suspension will not affect Data Pool inserts or FTP Push operations that are in progress; and the suspension may not take effect immediately.]
	240
	Synergy IV
	

	S-OMS-x2030
	The OM GUI shall allow full capability operators to suspend a FTP Push requests while granules for the request still need to be pushed. 

[NOTE: It is TBD by the preliminary design how this will be implemented. The suspension will not affect FTP Push operations that are in progress; the suspension need not take effect immediately; and TBR by design whether this suspends staging once the request started staging.]
	310
	Synergy IV
	

	S-OMS-x2040
	The OM GUI shall allow full capability operators to resume a distribution request that was suspended by the OM GUI operator. 
	310
	Synergy IV
	

	S-OMS-x2050
	[DESIRABLE] The OM GUI shall allow full capability operators to suspend the processing of new requests by the OMS.

[NOTE: This is mean to emulate the “suspend all new requests” function of DDIST and is different from S-OMS-01040 in OD_S3_01, since it does not affect the processing and dispatching of requests that are not “new”.  It should be clarified during preliminary design whether this functionality is really needed by the DAACs in the OMS.]
	TBD
	Synergy IV
	

	S-OMS-x2060
	[DESIRABLE] The OM GUI shall allow full capability operators to resume an individual request while the processing of new requests by the OMS is suspended.

[The importance of this should be clarified with the DAACs.]
	TBD
	Synergy IV
	

	S-OMS-x2070
	[DESIRABLE] The OM GUI shall allow full capability operators to resume the processing of new requests by the OMS if it has been suspended by the OM GUI operator.
	TBD
	Synergy IV
	

	S-OMS-x2080
	The OM GUI shall allow full capability operators to cancel a distribution request that is not in a terminal state and while granules for the request still need to be staged. 

[NOTE: It is TBD by the preliminary design how this will be implemented. The cancellation will not affect Data Pool inserts or FTP Push operations that are in progress; and the cancellation may not take effect immediately.]
	240
	Synergy IV
	

	S-OMS-x2090
	The OM GUI shall allow full capability operators to cancel a FTP Push distribution request that is not in a terminal state and while granules for the request still need to be pushed. 

[NOTE: It is TBD by the preliminary design how this will be implemented. The cancellation will not affect FTP Push operations that are in progress; and the cancellation may not take effect immediately.]
	310
	Synergy IV
	

	S-OMS-x2100
	The OM GUI shall require operators to confirm the cancellation of a distribution request. 
	310
	Synergy IV
	

	S-OMS-x2110
	The OM GUI shall provide access to its ability to cancel, suspend and resume distribution requests for any eligible request appearing in a request list, or while such a request is being viewed by an operator.

[Note: The intent of this requirement is to ensure that the ability to cancel, suspend and resume requests that are under OMS control is available from all screens this list requests, e.g., in response to alerts, filters, etc.] 
	220, 310, 340
	Synergy IV
	

	S-OMS-x2120
	The OM GUI shall update the MSS status of a distribution request to “Operator Intervention” when it is suspended by the operator.

[NOTE: the status update may actually be performed by an OMS database procedure.]
	310
	Synergy IV
	

	S-OMS-x2130
	The OM GUI shall update the MSS status of a suspended distribution request to the state it had before the request was suspended. 

[NOTE: The status update may actually be performed by an OMS database procedure.]
	310
	Synergy IV
	

	S-OMS-x2140
	The OM GUI shall update the MSS status of a distribution request to “Cancelled” when it is cancelled by the operator.

[NOTE: the status update may actually be performed by an OMS database procedure.]
	310
	Synergy IV
	

	S-OMS-x2150
	The OM GUI shall allow operators to filter the list of distribution requests by any combination of states, similar to the current DDIST GUI.
	220
	Synergy IV
	

	
	Order Manager
	
	
	

	S-OMS-x3000
	The OMS CI shall accept data distribution requests for pre-staged data that specify a list of granules containing identifiers other than an ECS granule UR, and for each granule, a list of the files to be distributed for that granule, including their absolute path names.  

[Note: the files must be accessible at that location from the platforms performing the distribution]
	20
	Synergy IV
	

	S-OMS-x3010
	The OMS CI shall require that data distribution requests for pre-staged data specify for each granule the total size of the granule in MB. 

[TBD during preliminary design whether size should be specified at the file level instead]
	140
	Synergy IV
	

	S-OMS-x3020
	The OMS CI shall reject data distribution requests with a fatal error that do not specify for all granules either a valid list of files or an ECS granule UR or granule id, or both. 

[Note: It is TBD by the preliminary design whether a distribution request for staged ECS granules should include an ECS UR or dbid.]
	TBD
	Synergy IV
	

	S-OMS-x3030
	The OMS CI shall validate any granule and file sizes provided as part of a distribution request submission.  

[Note: method is to be resolved by the preliminary design].
	145
	Synergy IV
	

	S-OMS-x3040
	When validating the size of an order against established limits, the OMS CI shall use for pre-staged granules, their sizes as specified in the OMS database rather than looking the size up in the ECS inventory. 
	30
	Synergy IV
	

	S-OMS-x3050
	The OMS CI may assume that pre-staged granules are not restricted. 
	N/a
	Synergy IV
	

	S-OMS-x3054
	The OMS CI shall assign and return a MSS order ID to requests that are submitted to the OMS and do not provide one.  [NOTE: required to support the interface to the Data Pool web GUI for order submission].
	20
	Synergy IV
	

	S-OMS-x3056
	The OMS CI shall assign and return a MSS request ID to requests that are submitted to the OMS and do not provide one.  [NOTE: required to support the interface to the Data Pool web GUI for order submission].
	20
	Synergy IV
	

	S-OMS-x3060
	The OMS CI shall send an e-mail containing the order information to the user as order confirmation after the data distribution request was successfully submitted to the OMS Database.  
	20
	Synergy IV
	

	
	Processing Modes
	
	
	

	S-OMS-x3100
	The OMS CI shall support two processing modes:

a. Synergy III (“old”) processing mode. 

b. Synergy IV (“new”) processing mode.
	10, 30
	Synergy IV
	

	S-OMS-x3110
	The OMS CI shall allow DAAC operations to switch from one processing mode into the other, e.g., via a utility, while the OMS is not operating.

[Note: It is TBD during preliminary design how this will affect current orders.  The purpose of this requirement is support transition and possible switch back.  This is not intended for routine use during operation.]
	TBD
	Synergy IV
	

	S-OMS-x3120
	The OMS CI shall submit physical media distribution requests from the Data Pool Web GUI to the PDS, including the absolute path for each file and the relevant size information, regardless of processing mode.

[Note: this requirement applies regardless of the processing mode in which the OMS operates.]
	20
	Synergy IV
	

	S-OMS-x3130
	When operating in Synergy III mode, the OMS CI shall process all requests except those submitted via the Data Pool Web GUI according to Synergy III system flows, i.e.:

a. Physical media distribution requests shall be submitted to the PDS.

b. Electronic media distribution requests shall be submitted to the SDSRV.

c. The OMS CI shall not queue granules for insertion into the Data Pool.
	20
	Synergy IV
	

	S-OMS-x3140
	When operating in Synergy IV mode, the OMS CI shall process the following requests according to Synergy III mode unless their granules are pre-staged:

a. Requests that were routed through the DORRAN billing system.

b. Requests that contain restricted granules.

c. Requests that contain granules belonging to a list of ECS collections that is configurable by DAAC operations.

d. Requests containing granules whose collections are not configured and enabled for Data Pool insert or configured for metadata-only inserts. 

e. Requests for distribution on media types configured for processing via Synergy III ops mode. [Note: We plan to handle secure FTP in this fashion.]

f. [TBR by Preliminary Design] FTP Push requests for FTP Push destinations configured for processing via the Synergy III ops mode. 

[TBR during preliminary design whether d. or f. can serve as one of the alternatives to support cross-DAAC ingest.  Another is converting the XML file into ODL.]
	30, 360
	Synergy IV
	

	
	Staging
	
	
	

	S-OMS-x3200
	When processing a distribution request in Synergy IV mode, the OMS CI shall classify a request as SMALL, MEDIUM, or LARGE in accordance with the configured size classification parameters, substituting suitable default values if none have been configured by the operator..

[Note: The defaults are TBD during design and test and can be provided via a database initialization script.]
	220
	Synergy IV
	

	S-OMS-x3202
	When processing a distribution request in Synergy IV mode, the OMS CI shall determine whether any of its granules that are not identified as pre-staged do reside in the Data Pool or in an archive cache or on an archive tape.
	30, 200
	Synergy IV
	

	S-OMS-x3210
	When processing a request in Synergy IV mode, the OMS CI shall queue Data Pool insert actions for any granules that do not reside in the Data Pool but are in an archive cache, unless the granule is marked failed or the request is in a terminal state (e.g., was cancelled by the operator).

[Note: This would include staging the files for a granule that currently only has its metadata in the Data Pool.]
	30, 200, 240
	Synergy IV
	

	S-OMS-x3212
	When processing a request in Synergy IV mode, the OMS CI shall queue distribution requests that require granules from an archive tape for promotion into the Staging state, unless the granule is marked failed or the request is in a terminal state (e.g., was cancelled by the operator).

[Note: Requests that are suspended or terminated are no longer considered to be in the Queued state.]
	30, 200, 240
	Synergy IV
	

	S-OMS-x3214
	The OMS CI shall promote distribution requests that are queued for promotion into the staging state according to the following policy (see  S-OMS-1030 to S-OMS-1038) for the meaning of the various configuration parameters referenced here), unless they reference a resource (such as archive., Data Pool file system. Media type, and FTP destination) that is currently suspended:

a. Distribution requests shall be promoted to the Staging state in queue order (i.e., by effective priority and within the same priority by age) as long as the requests are below the LWP in the queue for the respective media type or FTP destination, or above the configured preemptive dispatch priority for FTP Pull.

b. Distribution requests for each media type or FTP Push destination shall be promoted into the Staging state in queue order as long as the number of requests and data volume for that media type are below the corresponding configured RHWM and DHWM. 

c. However, requests in a size category for which the maximum number of distribution requests currently in the staging state is at or above the configured limit for that size category will not be promoted into the Staging state.

d. The effective priority of a request is calculated in accordance with the configured request aging policy parameters.

[Note: This would include staging the files for a granule that currently only has its metadata in the Data Pool.]
	30, 210, 211, 212, 213, 214, 220
	Synergy IV
	

	S-OMS-x3216
	The OMS CI shall promote the next distribution request (in queue order) into the staging state regardless of the rules specified in S-OMS-3214 that references only granules from archives that have tape drives available, yet for which there are no requests in the Staging state that still require granules from those archives.

[Note: This guards against idling archives, but also against overloading other archive queues just because one is underutilized.]
	30, 210, 211, 212, 213, 214, 220
	Synergy IV
	

	S-OMS-x3220
	The OMS CI shall request Data Pool insert actions for granules that need to be retrieved from archive tapes. 

[Note: The rules for dispatching Data Pool insert actions is specified in requirements S-DPL-x2100 through S-DPL-x2114.  Their implementation will require some integration of OMS and Data Pool Insert services, the details of which are to be resolved during preliminary design.] 
	200, 211, 212, 213, 213
	Synergy IV
	

	S-OMS-x3230
	The OMS CI shall derive a Data Pool insert dispatch priority from the distribution request priority according to the existing priority translation table, and assign that priority to the Data Pool insert actions it queues.
	200
	Synergy IV
	

	S-OMS-x3240
	The OMS CI shall derive assign a Data Pool retention period and priority of 0 to the Data Pool insert actions it queues.

[Note: For FTP Pull distribution requests, this will be updated again before the request is marked Shipped.]
	200
	Synergy IV
	

	S-OMS-x3250
	The OMS CI shall identify itself as the request source in the Data Pool insert actions it queues.
	30
	Synergy IV
	

	S-OMS-x3280
	The OMS CI shall accept notifications from the DPL CI that signal the completion status of a Data Pool insert action requested by the OMS CI.
	30
	Synergy IV
	

	S-OMS-x3290
	The OMS CI shall propagate the Data Pool insert completion status (including detailed status) of a granule to the corresponding granule entries  in the requests that reference the granule.
	30
	Synergy IV
	

	S-OMS-x3300
	The OMS CI shall queue an operator intervention for a request when one of its granules failed staging, i.e., failed Data Pool insert.

[Note: TBD during preliminary design how to handle staging failures for a granule referenced by more than one distribution request.]
	250
	Synergy IV
	

	S-OMS-x3302
	The OMS CI shall maintain a record of the staging throughput statistics on the basis of 15 minute time intervals.

[Note: see S-OMS-x1230.]
	250
	Synergy IV
	

	S-OMS-x3304
	The OMS CI shall suspend staging for an archive and queue a corresponding operator alert if the response from the Data Pool insert service indicates an archive failure.

[Note: TBR by preliminary design how archive failures are recognized and communicated to the OMS]
	272
	Synergy IV
	

	S-OMS-x3306
	The OMS CI shall queue a corresponding operator alert if the response from the Data Pool insert service indicates a failure with a Data Pool file system.

[Note: TBR by preliminary design how this is communicated to the OMS]
	274
	Synergy IV
	

	
	Physical Media
	
	
	

	S-OMS-x3310
	When processing a physical media distribution request in Synergy IV mode, the OMS CI shall queue the request for submission to the PDS once all of its granules are available in the Data Pool or have been dispositioned by operators.
	30, 260
	Synergy IV
	

	S-OMS-x3320
	The OMS CI shall include the XML metadata file associated with each granule in the submission of a request to the PDS unless the distribution request specifies otherwise.
	30, 110
	Synergy IV
	

	S-OMS-x3330
	[DESIRABLE] The OMS CI shall convert the XML metadata file associated with a granule to ODL for inclusion in the request submission to PDS unless the request was submitted via the Data Pool web GUI or the request specifies otherwise.
	TBD
	Synergy IV
	

	
	FTP Push
	
	
	

	S-OMS-x3400
	When operating in Synergy IV mode, the OMS CI shall queue the granules that belong to FTP Push distribution requests for FTP push as soon as each granule becomes available in the Data Pool, unless the request is in a terminal state (e.g., if the request was cancelled in the mean time) or still waiting to be promoted into the Staging state, or once all granules are in the Data Pool or otherwise dispositioned.

[Note: The latter would be the case if the request never needs to go into the Staging state.]
	30, 300, 302
	Synergy IV
	

	S-OMS-x3410
	The OMS CI shall be able to dispatch FTP Push operations in accordance with the operator configured FTP Push policy paramters, and within the limitations of this policy in effective priority order and within the same priority on a first in first out basis, where the effective priority of a request is calculated in accordance with the configured request aging policy parameter.

[NOTE: whether to push at the granule or file level (i.e., push files for a single granule in parallel) is TBD during preliminary design.]
	300, 302
	Synergy IV
	

	S-OMS-x3430
	The OMS CI shall not dispatch FTP Push operations for granules that are marked failed or for requests that are in a terminal state (e.g., cancelled by the operator) or are suspended, or if the FTP Push destination is currently suspended.

[Note: the OMS FTP Push service will not remove files from a target host that have already been pushed and are part of a failed granule; the DN needs to contain adequate information to allow the user to identify the file(s) that represent an incomplete granule.].
	310, 345
	Synergy IV
	

	S-OMS-x3450
	The OMS CI shall use the FTP parameters specified in the distribution request to perform the FTP Push operations for its granules.
	30
	Synergy IV
	

	S-OMS-x3460
	The OMS CI shall include the XML metadata file associated with a granule in the FTP Push operation unless the request specifies otherwise.
	30
	Synergy IV
	

	S-OMS-x3470
	[DESIRABLE] The OMS CI shall convert the XML metadata file associated with a granule to ODL for inclusion in the FTP Push operation unless the request specifies the use of XML format.
	TBD
	Synergy IV
	

	S-OMS-x3480
	The OMS CI shall not dispatch more concurrent FTP Push operations for a destination than the maximum permitted by the corresponding configuration parameter.
	30
	Synergy IV
	

	S-OMS-x3482
	The OMS CI shall not dispatch more than one concurrent FTP Push operation for a destination that is not one of the configured FTP Push destinations.
	300, 302
	Synergy IV
	

	S-OMS-x3484
	The OMS CI shall not dispatch more concurrent FTP Push operation for destinations belonging to the general FTP Push group (i.e., for destinations not explicitly configured) than the limit configured for this group.
	30
	Synergy IV
	

	S-OMS-x3495
	[DESIRABLE] The OMS CI shall push the metadata and science files for single file granules over the same FTP push connection.

[Note: TBD by preliminary design whether this will be implemented and how.]
	TBD
	Synergy IV
	

	S-OMS-x3500
	The OMS CI shall maintain a record of FTP Push throughput by destination. 

[NOTE: See also S-OMS-x1534.]
	300
	Synergy IV
	

	S-OMS-x3510
	The OMS CI shall consider an FTP Push operation failed and cancel it if it exceeds its maximum allowed execution time as calculated from the corresponding configuration parameters, provided that they have been configured for that FTP destination. 
	320
	Synergy IV
	

	S-OMS-x3520
	The OMS CI shall suspend the dispatching of FTP Push operations for a destination if an FTP Push operation to that destination fails for one of the following reasons:

a. An FTP Push operation exceeded its maximum allowed time.

b. The connection with the target FTP host could not be established.

c. The ftp login to the destination failed.

d. There is insufficient space on the target host.

e. There are N consecutive transfer failures for the same destination, where N is configurable by operations on a global basis (i.e., not specific to a destination).

[Note: The suspension does not affect concurrently ongoing FTP Push operations to that destination.  They are likely to fail as well, or may succeed but in that case would not alter the state of the destination.]
	320, 330, 331, 332, 333
	Synergy IV
	

	S-OMS-x3530
	The OMS CI shall queue an operator alert when it suspends the dispatching of FTP Push operations for a destination.

[Note: This is different from request specific interventions.  When an FTP push request fails, the destination is suspended and the operator is notified of the suspension, but the granules remain queued for FTP Push distribution.  They will be retried automatically once the destination is resumed.  Since the OMS resumes FTP Push operations automatically if a retry to the destination is successful, the destination may already back in operation by the time the operator may be ready to resume it manually.]  
	320, 330, 331, 332, 333
	Synergy IV
	

	S-OMS-x3540
	If multiple concurrent FTP Push operations fail for the same FTP destination, the operator shall be alerted only once.
	330, 331, 332, 333
	Synergy IV
	

	S-OMS-x3550
	The OMS CI shall retry FTP Push to an automatically suspended destination on a periodic basis in accordance with the FTP Push policy, unless the suspension has been changed by the operator to require manual resumption.

[NOTE: The ability for operators to resume a destination manually is a requirement.  If there is no automatic resumption, then the “FTP Push Alert” is really a “FTP Push Intervention.  TBR during preliminary design.]  
	341, 342
	Synergy IV
	

	S-OMS-x3560
	The OMS CI shall resume dispatching of FTP Push operations to a suspended destination if the periodic retry of FTP Push to that destination succeeds. 
	341
	Synergy IV
	

	S-OMS-x3570
	The OMS CI shall mark a pending operator alert about a suspended FTP destination as completed when it resumes dispatching to that destination.
	341, 342
	Synergy IV
	

	S-OMS-x3580
	The OMS CI shall queue an action for sending a Distribution Notice (DN) after all granules for an FTP Push request have either been pushed successfully or otherwise dispositioned by the operator.
	30, 260
	Synergy IV
	

	
	FTP Pull
	
	
	

	S-OMS-x3600
	The OMS CI shall queue an action for sending a DN after all granules for an FTP Pull request have completed insertion into the Data Pool successfully or been otherwise dispositioned by the operator. 
	30
	Synergy IV
	

	S-OMS-x3605
	The OMS CI shall create a directory for the FTP Pull request (similar to the STMGT Pull Monitor) and populate it with links that point to the files for that request and have the same names as the files.
	30
	Synergy IV
	

	S-OMS-x3620
	The OMS CI shall update the Data Pool expiration time and retention priority of any granule that is referenced by an FTP Pull request before marking the request as complete in accordance with the corresponding FTP Pull configuration parameters, unless the result would be lower than the corresponding current values of that granule.
	30, 200, 210
	Synergy IV
	

	
	Distribution Notices
	
	
	

	S-OMS-x3650
	The OMS CI shall send DN that are backwards compatible with the DN currently sent by DDIST, however, the DN shall list the failed granules and their failure reasons.
	30, 260, 345
	Synergy IV
	

	
	Order Tracking Status Updates
	
	
	

	S-OMS-x3700
	The OMS CI shall update the MSS status of a request to “Staging” when it is promoted into the Staging state.
	30
	Synergy IV
	

	S-OMS-x3710
	The OMS CI shall update the MSS status of a FTP Push request to “Transferring” once all granules have been staged or otherwise dispositioned and at least one granule has been dispatched for FTP Push.

[Note:  Backwards compatible with DDIST.  Note that granules may be pushed while others are still staging, i.e., while the request is still in the Staging state.]
	30
	Synergy IV
	

	S-OMS-x3720
	The OMS CI shall update the MSS status of a FTP Push request to “Shipped” once all granules have been pushed or otherwise dispositioned and the DN has been sent.
	30
	Synergy IV
	

	S-OMS-x3730
	The OMS CI shall update the MSS status of a FTP Pull request to “Shipped” once all granules have been staged or otherwise dispositioned and the DN has been sent. 

[Note:  Backwards compatible with DDIST.]
	30
	Synergy IV
	

	
	Order Tracking Cleanup
	
	
	

	S-OMS-x3800
	The OMS CI shall use the DAAC configured retention time period to determine when the order tracking information for an order is considered expired. 
	420
	Synergy IV
	

	S-OMS-x3810
	The OMS CI shall consider the expiration date of an order to be the completion date of the order plus the retention time period.
	420
	Synergy IV
	

	S-OMS-x3820
	The OMS CI shall allow DAAC operators to remove order tracking information for orders that are past their expiration date.

[Note:  The capability can be a command line utility suitable for execution via cron.]
	420
	Synergy IV
	

	
	Logging
	
	
	

	S-OMS-x3900
	The OMS CI shall log the following events:

a. Errors

b. Submission of a granule for staging.

c. Completion of the staging of a granule

d. [TBD] start of conversion from XML to ODL

e. [TBD] completion of conversion from XML to ODL

f. Start of an FTP Push operation 

g. Completion of the FTP Push operation

h. Suspension of an FTP Push destination

i. Resumption of an FTP Push destination

j. Sending of a DN

k. Cancellation of an FTP Push operation 
	30, 310, 320 
	Synergy IV
	

	S-OMS-x3910
	The OMS CI shall log the following information with each logged event as applicable and available:

a. priority, identification and description of the error

b. request ID

c. granule ID and/or file path name

d. size of a granule or file

e. media type, and for FTP Push, the destination
	30
	Synergy IV
	

	S-OMS-x3920
	The OMS CI shall support performance logging.

[NOTE: The types of events to be included in performance logging would be TBR during preliminary design.]
	30
	Synergy IV
	

	
	Order Manager CLI (OMS CLI)
	
	
	

	S-OMS-x4000
	[DESIRABLE] The Order Management Service Command Line Interface shall accept data distribution requests for pre-staged data that specify a list of granules containing identifiers other than an ECS granule UR, and for each granule, a list of the files to be distributed for that granule including their absolute path names, as well as the size of each granule or file.  

[Note: To be resolved by preliminary design.  Non ECS UR might be a DPL granule ID or a Local Granule ID]
	OSS
	Synergy IV
	

	
	PDS and PDSIS
	
	
	

	S-PDS-xxx10
	The PDSIS shall accept physical media distribution requests for pre-staged granules from the OMS.
	30
	Synergy IV
	

	S-PDS-xxx20
	The PDSIS shall format data distribution requests for pre-staged data into granule packages and save them for processing by the PDS. 

[Note: it is TBD by preliminary design whether part of this requirement should be allocated to the Order Manager instead, i.e., its PDS Interface Driver].
	30
	Synergy IV
	

	S-PDS-xxx30
	The PDSIS shall not submit staging requests to ECS for pre-staged data.
	30
	Synergy IV
	

	S-PDS-xxx350
	The PDSIS shall not remove pre-staged granules from disk.

[NOTE: TBR during preliminary design: Depending on the distribution staging and retention policy it may be desirable to have the PDSIS to perform the cleanup, after all.]
	30
	Synergy IV
	

	S-PDS-xxx50
	The PDS shall distribute pre-staged granules from their staging locations.
	30
	Synergy IV
	

	
	Data Pool Cleanup Utility
	
	
	

	S-DPL-x2000
	The Data Pool Cleanup Utility shall not remove granules from the data pool that are referenced by requests that are not yet complete. 
	150
	Synergy IV
	

	S-DPL-x2010
	The Data Pool Cleanup Utility shall log granules that are not removed because they are referenced by distribution requests that have not yet completed.
	150
	Synergy IV
	

	S-DPL-x2020
	At the conclusion of a cleanup run, the Data Pool Cleanup Utility shall log the total number of granules that were not cleaned up because they are referenced by incomplete distribution requests, as well as their total size.
	150
	Synergy IV
	

	S-DPL-x2030
	The Data Pool Cleanup Service shall be able to remove granules at an average rate of at least 15,000 granules per hour concurrent with normal Data Pool insert activity. 

[Note: verification is part of WL_S4_01]
	N/a
	Synergy IV
	

	S-DPL-x2040
	The Data Pool Cleanup Service shall be able to remove at least 90,000 granules per day. 

[Note: verification is part of WL_S4_01]
	N/a
	Synergy IV
	

	
	Data Pool Insert Service
	
	
	

	S-DPL-x2100
	The Data Pool Insert Service shall not dispatch Data Pool inserts requested solely by the OMS if one of the following conditions is true:

a. staging for OMS is suspended

b. the sole reason for insert is distribution staging for a granule that was failed

c. the sole reason for insert is a distribution request that is in a terminal state. 
	215, 240
	Synergy IV
	

	S-DPL-x2102
	The Data Pool Insert Service shall not dispatch Data Pool inserts that require access to an archive for which staging is suspended.

[Note: a requirement for not dispatching inserts for a suspended volume group is specified in ticket OP_S4_06.]  
	215, 240
	Synergy IV
	

	S-DPL-x2110
	The Data Pool Insert Service shall dispatch Data Pool inserts from cache according to effective priority, and within the same priority, by age (oldest first), where the effective priority of a request is calculated in accordance with the configured request aging policy parameter.
	200, 210, 211, 212, 213, 214, 270
	Synergy IV
	

	S-DPL-x2112
	The Data Pool Insert Service shall dispatch Data Pool inserts from tape according to the following policy:

a. Distribution requests that are not in the Staging state or that reference resources that are currently suspended (such as media type or FTP destination) are not considered when deciding which archive tape to mount next.

b. Tape mounts that deliver granules for physical media and FTP Push destinations below the LWP in the queue for the respective media type, or for FTP Pull requests or Data Pool insert subscriptions or batch inserts whose effective priority is above the corresponding configured preemptive dispatch priority, are dispatched preemptively in queue order to the next available drive in the required archive.

c. If no tape mounts can be dispatched preemptively to an available archive drive, tape mounts for granules where the corresponding media type or FTP destination is below the RHWM or DHWM, or that satisfy Data Pool insert subscriptions or batch inserts, are dispatched in queue order to the next available drive in the required archive.

d. If a tape mount cannot be dispatched to an available archive drive after rules a., b., and c. have been applied, tape mounts are dispatched in queue order to the next available drive regardless of high water mark considerations, unless the tape mount is solely for a request for which the configured maximum number of concurrent tape mounts has been reached.

e. If a tape mount cannot be dispatched after rules a., b. c., and d. have been applied, tape mounts are dispatched in queue order regardless of other restrictions.

f. The queue of requests for tape mounts is considered ordered by effective priority and within the same priority, by age (oldest first), where the effective priority is calculated in accordance with the configured request aging policy parameters. 
	200, 210, 211, 212, 213, 214, 240, 270
	Synergy IV
	

	S-DPL-x2114
	Once a tape has been selected for mounting , the Data Pool Insert Service shall dispatch the Data Pool inserts for all the granules that reside on that tape and for which a Data Pool insert has been requested, or for which there exists an active order (even if not in the staging state), until the configured maximum number of concurrent Data Pool inserts from archive is reached; and continue to dispatch these inserts whenever the number of concurrent Data Pool inserts from archive falls below this maximum again.

[Note: TBR by preliminary design and testing whether the granule inserts as best dispatched in granule ID order.]
	200, 210, 211, 212, 213, 214, 270
	Synergy IV
	

	S-DPL-x2130
	The Data Pool Insert Service shall notify the OMS of the completion of a Data Pool insert action originating from the OMS and provide its completion status (including status details).
	30, 250, 260
	Synergy IV
	

	S-DPL-x2132
	The Data Pool Insert Service shall suspend inserts from an archive (silo) if more than a configurable number of consecutive Data Pool inserts from the same archive fail, or a Data Pool insert failed due the failure of an archive service, such as:

a. the archive host cannot be reached despite retries.

b. access to the AMASS files system fails despite retries.

[Note:  The details of the failure recognition will be resolved during preliminary design and testing.]
	250, 272
	Synergy IV
	

	S-DPL-x2134
	The Data Pool Insert Service shall notify the OMS if it suspends the Data Pool inserts from an archive
	272
	Synergy IV
	

	S-DPL-x2136
	The Data Pool Insert Service shall notify the OMS if it suspends the Data Pool inserts into a Data Pool file system
	274, 276
	Synergy IV
	

	S-DPL-x2140
	The Data Pool Insert Service shall be able to insert at least 90,000 granules per day.

[Note: verification is part of WL_S4_01]
	N/a
	Synergy IV
	

	S-DPL-x2150
	The Data Pool Insert Service shall be able to achieve a peak Data Pool insert rate of at least 5,000 granules per hour.

[Note: verification is part of WL_S4_01]
	N/a
	Synergy IV
	

	S-DPL-x2160
	The Data Pool Insert Service shall be able to support at least 400 concurrently active inserts from tape.
	500
	Synergy IV
	

	
	Data Pool Maintenance Operator GUI (DPM GUI)
	
	
	

	S-DPL-x3000
	The DPM GUI shall be able to support effective monitoring of at least 450 concurrently active Data Pool inserts.

[Note: Upgrades to the screens and to performance may be required. TBR during preliminary design.]  
	500
	Synergy IV
	

	S-DPL-x3010
	The DPM GUI shall allow a full capability operator to configure the priority level starting at which Data Pool inserts from archive get dispatched preemptively.
	271
	Synergy IV
	


L4 to L3 Mappings: TBD

L4 to IRD Mappings: N/A

Criteria:  DRAFT, Subject to Approval

	Criteria Key
	Criteria ID
	Criteria Text
	Type
	CCR Num

	
	10
	Operate the OMS to Synergy III processing mode.  Using a regression test, verify that the OMS works correctly and compatible with the Synergy III implementation.  During the test, also verify that the OM GUI displays its processing mode
	FC
	

	
	20
	With the OMS operating in Synergy III processing mode, submit one order for at least two Data Pool granules for each physical media type via the Data Pool web GUI.  Verify the following

a. The requests are accepted and validated by the OMS.

b. The Data Pool Web GUI displays the correct order ID.

c. The user receives a confirmation e-mail containing the order details, as well as order ID.

d. The requests are submitted correctly to the PDS.

e. The PDS skips the staging step for the requests.

f. After distribution, the granule files are not removed.
	FC
	

	
	30
	Operate the OMS in Synergy IV processing mode.  Run an OMS regression test.  Ensure that the test includes orders that reference billable granules (e.g., Landsat), restricted granules for which the ordering user has adequate access privileges, and at least one order each referencing granules from an ESDT configured for Synergy III mode processing and from an ESDT not enabled for Data Pool inserts.  At least one order each must be for a media type and a FTP Push destination configured for Synergy III mode processing  At least two orders should reference granules that already reside in the Data Pool.   At least one FTP Push request shall reference only granules that are in the Data Pool, and another shall reference granules that are in the Data Pool as well as some that are not. Verify the following:

a. The distribution requests that meet the exceptions in S-OMS-x3140 are processed according to Synergy III processing mode.

b. For all other requests, the granules are staged into the Data Pool unless they already reside there. 

c. The expiration and retention priority for each granule staged into the Data Pool is in accordance with the retention policy.

d.  Physical media distribution requests are submitted to the PDS after all the granules they reference reside in the Data Pool.

c. The PDS skips the staging step for the requests.

d. The correct files are distributed by the PDS, including the XML or ODL files [TBR by preliminary design].

d. After distribution, the granule files are not removed except when otherwise dictated by staging and retention policy [TBR by preliminary design].

e. The granules for an FTP Push request are pushed as soon as the request reaches the staging state and as they are or become available in the Data Pool; whereas for the FTP Push request for which all granules are in the Data Pool, the ftp push operations are queued right away.

f. The FTP Push requests are executed correctly (i.e., correct destination, no violation of FTP Push policy).

g. After FTP Push completion, the correct distribution notice is sent to the correct email destination, as required by S-OMS-x3650.

h. After all granules referenced by an FTP Pull request are available in the Data Pool, an FTP Pull directory is created for the distribution request and populated with links to the granules, and the correct distribution notice is sent to the correct email destination, as required by S-OMS-x3650.

i. The MSS order tracking status is maintained correctly throughput the test, as required in S-OMS-x3700 to S-OMS-x3730.

j. The OMS log contains the required information.

k. The OMS GUI displays its processing mode. 

l. The OM Server created a performance log.
	FC
	

	
	40
	Verify that the new OMS and DPM GUI functions reserved as per requirements for full capability operators are not accessible and not visible to read-only operators.
	FC
	

	
	110
	For each type of physical media, perform a drill down and add at least five granules to the shopping cart, then order the shopping cart for distribution via that media type.  Using differing distribution options on each submission, verify the following:

a. The order is submitted as an ECSGuest order an with a priority of NORMAL.

b. The user must enter a contact e-mail address.

c. The length of the e-mail address cannot exceed the maximum length.

d. The user can enter a contact address.

e. A Userstring can be entered or omitted, and the Userstring cannot exceed the maximum length.

f. The use must enter a shipping address unless the user entered a contact address and indicates that it is the same for the shipping address..

g. The user can request inclusions and omission of the XML files.

h. A data distribution request is submitted to the Order Management Service that contains the correct granules, files and size information.

i. The Web GUI displays the order and request ID to the user, as well as the order status. 

j. The page can be bookmarked and accessed later to obtain the order status by entering the order ID and e-mail address provided during ordering as contact address.

k. The shopping cart is empty after the order was submitted.

l. The requests are correctly submitted to the PDS, do not cause staging requests to ECS, and are correctly distributed by the PDS.
	FC
	

	
	120
	Use the DPL Web GUI to order the contents of a shopping cart while the Order Manager is not executing.  Verify that the order is submitted correctly.  Make the Order Management Database unavailable and order the contents of another shopping cart.  Verify that the submission fails and an appropriate error message is displayed to the user, alerting him of the unavailability of the order submission service and advising him to retry the submission later.  Make the Order Management Database available again.  Wait less than the session expiration time and then try to submit the shopping cart again.  Verify that the submission is now performed correctly.
	EC
	

	
	122
	Use the DPL Web GUI to order the contents of a shopping cart that exceeds the configured request limit for the number of granules but does not violate any other limits.  Verify that the DPL Web GUI provides a warning but that the request can be submitted in any case. 
	EC
	

	
	124
	Configure the minimum and maximum request sizes differently for each physical media type.  Populate a shopping cart and use the DPL Web GUI to attempt to order it for each media type once while the shopping cart contains less the configured minimum order size for that media type,  then again while the size of the cart is within the valid range, and finally while exceeding that maximum order size (note that it is not necessary to actually submit these orders). Verify that the DPL Web GUI offers the media type as order choice in the second case, but not in the other cases, and that the DPL Web GUI provides an indication as to why the media choices are not available. 
	EC
	

	
	125
	For each physical media type, configure a different capacity limit such that each is less than the size of some granules in the Data Pool. Then use the DPL Web GUI to populate the contents of a shopping cart with granules such that at least one of them exceeds the capacity limit for a given media type.  Attempt to order the shopping cart. Verify that the DPL Web GUI does not offer the media type as order choice and provides an indication as to why the media choice is not available.  Then remove the offending granule(s) from the shopping cart and verify that the media type is now available as an order choice.  Repeat this test for each physical media type.
	EC
	

	
	126
	Use the DPL Web GUI to populate a shopping cart with data pool granules such that at least one but not all of them can be cleaned up without affecting the others.  Then perform a cleanup run that removes these granules.  After completion of the cleanup run, try to order the shopping cart.  Verify that the DPL Web GUI does not submit the order and provides an appropriate explanation to the user, flagging the unavailable granule(s). 
	EC
	

	
	130
	[DESIRABLE, OSS] Use the Order Management Service Command Line Interface to submit a media distribution request for pre-staged data for each type of media.  Verify that the requests are correctly submitted to the Order Management Service, and distributed by the PDS as requested.
	FC
	

	
	140
	[DESIRABLE, OSS] Use the Order Management Service Command Line Interface to submit a media distribution request for pre-staged data, but omit the size of one of the granules.  Verify that the request returns a fatal error.
	EC
	

	
	145
	[DESIRABLE, OSS] Use the Order Management Service Command Line Interface to submit a media distribution request for pre-staged data, but specify an incorrect size for one of the granules.  Verify that the request returns a fatal error.
	EC
	

	
	150
	Submit orders for the contents of several shopping carts and include in at least five (5) of them granules that are about to expire.  Prevent the data distribution requests from completing and let the granules expire.  Run a cleanup that will remove at least 100 granules.  Verify that none of the granules referenced by the incomplete orders are cleaned up, that those not cleaned up are logged correctly, and that their count and total size is correctly logged at the end of the cleanup run.  

Let all but one order complete and then rerun the cleanup.  Verify that all granules but those referenced by the incomplete order are now cleaned up, and that the remaining ones are correctly logged, again with their total count and size logged at the end of the cleanup run.  
	FC
	

	
	200
	[This criterion tests the staging policy support].  

Use the OM GUI to configure the policy parameters required to support the requested verifications, but turn off request aging.  

Queue at least 100 orders of varying priorities and for all three size categories (SMALL, MEDIUM, LARGE) that cover at least one physical media type, one FTP Push destination, and FTP Pull, and that together reference at least 1,000 granules, of which a least 800 shall require staging.  Of these, at least 50 shall be in cache, and the rest shall be on at least 20 different tapes in more than one archive, as necessary to verify the criteria. The test is not required to use AMASS and access tapes, i.e., the tape and archive location could be simulated, but the number of tape drives for each archive must be configured reasonably small to observe the staging behavior more easily.

During the test, cause the distribution requests to remain incomplete to test adherence to the HWM, and then to complete at a rate that will verify adherence to the LWM for each media type.

Verify the following:

a. The OM GUI can be used to display and configure the staging and retention policy parameters.

b.  The requests are promoted into staging in accordance with the staging policy as specified in S-OMS-3214 and 3216 (this may require analysis of the OMS and DPL logs after completion of the test). 

c. The Data Pool insert actions queued on behalf of these requests have the correct dispatch priorities, retention priorities, and retention periods, and the retention priority and expiration of FTP Pull granules is updated correctly.

d. The data pool inserts are executed in accordance with the staging policy as specified in S-DPL-2110, through 2114.   

e. The OM GUI permits operators to display the staging status as required by S-OMS-x1206 and S-OMS-x1210.

f. The OM GUI permits operators to monitor staging throughput as specified in S-OMS-1230. 

g. The OMS GUI permits operators to display the number of requests that are currently in staging.
	FC
	

	
	210
	[This criterion tests the staging policy support].  

Use the same set of orders as in criterion 200, but change the staging policy such that the limits for one of the media types are much smaller, and for the other much higher.  Rerun the test as specified in criterion 200 and perform the same verifications as specified in 200a and 200b.
	FC
	

	
	211
	[This criterion tests the support for aging].  

Use the same set of orders as in criterion 200, but this time use the OM GUI to configure an aging policy such that the low priority requests attain highest priority status extremely quickly, and ensure that the test runs long enough so that this effect will have an impact on the test (for example, submit the low priority requests while the OMS server is inoperable to give them a head start).  Rerun the test as specified in criterion 200 and perform the same verifications as specified in 200a and 200b.
	FC
	

	
	212
	[This criterion tests the staging policy support for FTP Push in more detail].  

Use the same set of orders as in criterion 200, but change their media types to reference three different configured FTP Push destinations.  Ensure that their queues do reach HWM during the test, for example, by constraining the FTP Push outflow.  Rerun the test as specified in criterion 200 and perform the same verifications as specified in 200a, 200b and 200e.
	FC
	

	
	213
	[This criterion tests the staging policy support for FTP Push in more detail].  

Use the same set of orders as in criterion 200, but now also submit two orders that require at least 500 tape mounts each, at a low priority and at the beginning of the test.  Configure the maximum number of concurrent tape mounts per distribution request to two.  Rerun the test as specified in criterion 200 and perform the same verifications as specified in 200a and 200b.
	FC
	

	
	214
	[This criterion tests the staging policy support for FTP Push in more detail].  

Repeat criterion 214, but now also configure aging as in criterion 211.  Rerun the test and perform the same verifications as specified in 200a and 200b.
	FC
	

	
	215
	Repeat a portion of the test in criterion 200 as necessary to test suspension and resumption of staging.  Verify the following:

a. The OM GUI can be used to suspend and resume staging as a whole, for a specific archive, and for two archives.

b. No Data Pool inserts for distribution are dispatched while staging is suspended as a whole.

c. No Data Pool inserts for distribution are dispatched that require a suspended archive.

d. Dispatching of Data Pool inserts resumes as the staging is resumed. 

e. The OM GUI displays whether staging is currently suspended or not, and of suspended for a specific archive, for which one.
	FC
	

	
	220
	Repeat the test in criterion 200, but this time be sure to include at least 10 FTP Push requests.  Verify the following OM GUI monitoring functions.

a. The OM GUI displays the correct state for each request, to include the request states specified in S-OMS-x1280.

b. The OM GUI can filter distribution requests by state, including combination of states, as specified in S-OMS-x1280 and S-OMS-x2150.

c. The OM GUI can filter distribution requests by media type and state, as specified in S-OMS-x1290.

d. The OM GUI displays in the request lists, the staging and FTP completion status of the requests, as specified in S-OMS-x1300 and S-OMS-x1540.

e. The OM GUI can sort request lists by its staging completion status, as specified in S-OMS-x1310.

f. The OM GUI can sort request lists for FTP Push by FTP completion status, as specified in S-OMS-x1550.

g. For requests that are executed according to Synergy III mode, their mode is indicated correctly in the request lists.

h. The OM GUI provides for each request that is still under OMS control, access to suspend, resume and cancellation functionality.

i. When listing requests, the OMS GUI displays the correct size category for each.
	FC
	

	
	230
	Submit several distribution requests for a physical media type and FTP Pull.  Select and view a specific request for each of the media types represented in the test while they are in progress.  The selected requests must reference at least 10 granules, and it is desirable that the granules are in several different states.  Verify that the status of each granule is displayed as part of the granule list, and the list of granules can be sorted by their status.
	FC
	

	
	240
	Submit several distribution requests that require granules to be staged. Using the OM GUI perform the following functions while viewing the list of requests:

· Cancel a request that is not yet in the staging state.

· Cancel a request in the staging state for which at least two granules are still waiting to have their Data Pool inserts dispatched.

· Suspend a request that is not yet in the staging state, and resume it some time later.

· Suspend a request in the staging state for which at least two granules are still waiting to have their Data Pool inserts dispatched, and resume it some time later.

· Change the priority of a request that is not yet in the staging state.

· Change the priority of a request for which at least two granules are still waiting to have their Data Pool inserts dispatched.

Verify the following:

a. The request that was canceled will not be promoted not the staging state.

b. No more Data Pool inserts are dispatched for the request that was cancelled.

c. The MSS status for the cancelled requests are updated correctly.

d. The suspended request is not promoted into the staging state while suspended, but is promoted into the staging state eventually after having been resumed. 

e. Data Pool inserts are no longer dispatched for the suspended request (except when piggy backing on a tape mount for another request, as specified in S-DPL-x2114); but are eventually dispatched after the request has been resumed.

f. The MSS status of the suspended request is correctly updated, and updated correctly again when it is resumed.

e. The changed priority of a request is correctly reflected by the MSS order tracking GUI.

f. The changed priority of the request is used to promote the request into staging and to dispatch its Data Pool insert actions.
	FC
	

	
	250
	Submit several distribution requests that require granules to be staged. Cause at least three of the requests to fail during staging such that this will not cause an archive failure .  In one instance, cause a granule to fail that is referenced by two requests.

Verify the following:

a. The OM GUI shows an operator intervention is queued that identifies the staging problem and the affected request.

b. The OM GUI can be used to view the intervention and the detailed status is displayed.

c. The OM GUI can be used to view the affected request(s). [Handling of the situation where a single granule affects two requests is TBD during preliminary design].

d. The OM GUI identifies the affected granule.

e. The OM GUI can be used to re-submit the staging operation for retry.

f. The OM GUI can be used to fail the granule. 

g. The OM GUI can be used to fail the request.
	FC
	

	
	260
	Submit an FTP Push, an FTP Pull and a physical media distribution request, each requiring at least one granule to be staged. Cause a staging failure for one of the granules in each request and fail the granule.

Verify the following:

a. The FTP Pull request completes and a DN is sent once the remaining granule are available in the Data Pool. 

b. The FTP Push request completes and a DN is sent once the remaining granules have been pushed, and the failed granule is not pushed.

c. The physical media request is submitted to the PDS once the remaining granules are available in the Data Pool, and the failed granule is omitted from the submitted request.

d. The DNs sent by the OMS identify the failed granules.
	FC
	

	
	270
	[This criterion tests the concurrent operation of distribution staging for orders and subscriptions, and normal Data Pool inserts staging.]

Queue a distribution request workload mentioned in criterion 200.  Add to this a workload of FTP Push subscriptions for at least 400 granules, of which at least 100 shall also be referenced by distribution orders.  Add to this a media subscription workload for at least 200 granules that overlap with the FTP Push subscriptions, and partially overlap with the physical media orders.  Finally, add a workload consisting of at least 1,000 Data Pool inserts triggered by subscriptions.  These granules shall include the ones ordered via FTP Push and media subscriptions.  Finally, insert 100 granules into the Data Pool via batch, about half of which shall also be referenced by the media orders.

Verify the following:

a.  No more than one insert action is dispatched for a granule (except as caused by retries), regardless of how often a granule is referenced by the workload.

b. After completion of the test, the granules have the correct retention priority and expiration.

c. The media orders are submitted to the PDS correctly.

d. The granules in the FTP Push orders are queued for FTP Push correctly.

e. The FTP Pull orders complete correctly.

f. Dispatching of the Data Pool inserts does not violate the distribution staging policy.

g. Dispatching of Data Pool insert subscriptions and batch inserts does not violate the Data Pool dispatching requirements.

[Note: throughput testing for concurrent Data Pool and distribution staging workloads is part of the Synergy IV 24 hour test and its workload specification.] 
	FC
	

	
	271
	Using the OMS GUI to configure the FTP Pull RHWM at 1 and its preemptive priority at 255. Using the DPM GUI to configure the priority at which Data Pool inserts are dispatched preemptively when submitted by subscriptions or via batch to a value of 1.  Queue 20 Data Pool inserts via subscriptions and 10 via batch.  Concurrently, submit 30 FTP Pull orders for one granule each at a priority above that used for the Data Pool batch and subscription inserts, but below the preemption priority or FTP Pull. Ten of these granules shall be among those being inserted by the Data Pool subscriptions or batch.  The granules used in the test shall reside on at least 10 different tapes in a single archive (this can be simulated).  Constrain the Data Pool inserts to two tape drives. Verify that the Data Pool inserts are dispatched preemptively.  
	FC
	

	
	272
	Repeat the following test for each one of the error conditions listed S-DPL-x2132. Submit an FTP Pull order for at least 5 granules and cause staging for it to fail as per S-DPL-x2132.  Verify that an archive alert is queued and that it identifies the suspended archive. Submit at least two additional FTP Pull orders for granules from the same archive and verify that they will not enter the Staging state.  

[DESIRABLE: configure an email address for operator alerts and verify that the alert is sent and identifies the nature of the alert, including the affected archive and the cause for the suspension.]
	EC
	

	
	274
	Submit an FTP Pull order for at least 5 granules and cause the first insert to fail because the file system is full.  Verify that a file system alert is queued and that it identifies the suspended file system. Submit at least two additional FTP Pull orders for granules from the same archive and verify that they will not enter the Staging state.  

[DESIRABLE: configure an email address for operator alerts and verify that the alert is sent and identifies the nature of the alert, including the affected archive and the cause for the suspension.]
	EC
	

	
	276
	Use the DPM GUI to make one of the Data Pool file systems unavailable.  Verify that the suspension of the file system is displayed on the OMS GUI, and that no more distribution requests are being promoted into the staging state.  Resume the Data Pool file system.  Verify that the alert is cleared and the promotion of distribution requests into the staging state resumes.
	EC
	

	
	280
	Configure the FTP Pull expiration time to 0.  Submit at least two FTP Pull orders for one granule each.  After then DN has been sent, reconfigure the FTP Pull expiration to 3 days and submit two more FTP Pull orders, one for a granule ordered before, the other for a third granule.  Then run cleanup. Verify that the granule from the first two orders that was not reordered later is cleaned up, whereas the other two granules are not.
	FC
	

	
	300
	[This criterion tests the FTP Push policy support].  

Use the OM GUI to configure the FTP Push policy as required to support the requested verifications, but do not configure any aging policy.  

Queue at least 100 orders of varying priorities for FTP Push.  The requests shall reference at least 1,000 granules, and shall be for at least 10 different destination, of which five must be configured as “Frequent Destinations”.  It may be necessary to throttle the FTP push to obtain some queuing for ftp. About half of the granules shall be already in the Data Pool, the rest shall require staging.  Several of the granules shall be referenced by more than one request.

Verify the following:

a. FTP Push operations are queued as soon as a granule becomes available, once the corresponding distribution request enters the staging state.

b. FTP Push operations are dispatched in priority order and within the same priority on a first-in first-out basis, to the extent that their destination can be dispatched.

c. The OMS dispatches FTP Push operations when granules are available in the Data Pool as long as the limit of concurrent FTP push operations specified by the policy has not been reached.

d. The OMS does not dispatch more concurrent FTP Push operations that is permitted for each of the configured destination and the general group of FTP destinations, and does not dispatch more than one ftp for a destination in the general destination group.

e. [DESIRABLE] The OM GUI can display the FTP Push throughput.

f. The OM GUI can display the number of active FTP Push operations.

g. The OM GUI can list the active FTP Push operations and displays for each entry in the list, its destination, size, and start time.

h. The OM GUI can sort the list of active FTP Push operations by destination and start time.

i. The OM GUI can display in a list of distribution requests that is filtered to contain only FTP Push requests, the destination and the FTP Push completion status.

j. The OM GUI can sort a list of distribution requests that is filtered to contain only FTP Push requests by destination and FTP Push completion status.

k. The OMS maintained a record of the FTP Push throughput for each destination in the OMS database, as per S-OMS-x3500.
	FC
	

	
	302
	[This criterion tests the FTP Push policy support.].  

Repeat the test specified in criterion 300, but this time configure an aging policy that promotes the low priority orders to highest priority very rapidly.  Submit these orders early in the test to observe the impact of aging.  Perform the following verifications:

a.  FTP Push operations are queued as soon as a granule becomes available, once the corresponding distribution request enters the staging state.

b. FTP Push operations are dispatched in effective priority order and within the same priority on a first-in first-out basis, to the extent that their destination can be dispatched. 

c. The OMS dispatches FTP Push operations when granules are available in the Data Pool as long as the limit of concurrent FTP push operations specified by the policy has not been reached.

d. The OMS does not dispatch more concurrent FTP Push operations than is permitted for each of the configured destination and the general group of FTP destinations, and does not dispatch more than one ftp for a destination in the general destination group.
	FC
	

	
	305
	Submit several FTP Push distribution requests.  Select and view a request that references at least 10 granules, and it is desirable that the granules are in different states (e.g., some but not all of the granules should have completed pushing.)   Verify the following:

a. The OM GUI displays the FTP Push status of each granule.

b. The granule list can be sorted by FTP Push status.
	FC
	

	
	310
	Repeat a portion of the test in criterion 300 as necessary to test suspension and resumption of FTP Push.  Verify the following:

a. The OM GUI can be used to suspend and resume FTP Destinations.

b. The OM GUI can display a list of suspended FTP Destination, and the list shows for each the time of suspension and the amount of data ready for FTP.

c. One can select a destination and display a list of the requests for that destination that are not in a terminal state.

d. From the list, one can suspend and cancel displayed requests, resume any requests that are shown as currently suspended, and change the priority of requests.

e. The cancellation of requests must be confirmed

f. If requests are suspended, resumed or cancelled, their MSS state is changed appropriately.

g. If the priority of a request is changed, its new priority is displayed in the MSS Order Tracking GUI.

h. After resuming the destination, no FTP operations are dispatched files belonging to requests that are suspended and cancelled.

i. After resuming the destination, the FTP Push operations for a request whose priority has been altered are dispatched in accordance with the new priority.

j. Verify that the OMS log contains the required log entries as per S-OMS-x3740/50.
	FC
	

	
	320
	Set the FTP Push policy such that at least one FTP Push operation will exceed its maximum time limit.  Verify that the FTP operation is cancelled, the destination is suspended, and a corresponding operator alert is queued.  Verify that the OMS log contains the required log entries as per S-OMS-x3740/50.
	EC
	

	
	330
	Submit an FTP Push distribution request that cannot succeed due to FTP login errors (e.g., provide an invalid password).  The request shall be for at least three granules, all of which reside in the Data Pool, and the destination shall be configured for at least three concurrent FTP Push operations.

Verify that the destination is suspended, and a single operator alert is queued. Verify that the OMS log contains the required log entries as per S-OMS-x3740/50.

[DESIRABLE: configure an email address for the operator alert and verify that the email is sent and identifies the nature of the alert, such as the ftp destination and the type of error.]
	EC
	

	
	331
	Repeat the test in 330, but this time submit an FTP Push distribution request that cannot succeed because the target host cannot be reached (e.g., provide an invalid host name).  Perform the same verifications.
	EC
	

	
	332
	Repeat the test in 330, but this time submit an FTP Push distribution request that cannot succeed because the target host does not have sufficient space to accommodate all the granules in the order. Perform the same verifications.
	EC
	

	
	333
	Repeat the test in 330, but this time submit an FTP Push distribution request for at least 6 granules, and configure the number of consecutive failures that should cause suspension of the destination to 4.  Cause each one of the granule transfers to fail in a maner that the individual transfer failure would not cause the FTP destination to be suspended (e.g., suspend the destination manually, remove one of the files that need to be pushed from each granule, and then resume the destination manually).  Verify that the destination is suspended after the 4th consecutive transfer error, and a single operator alert is queued. Verify that the OMS log contains the required log entries as per S-OMS-x3740/50. 

[DESIRABLE: configure an email address for the operator alert and verify that the email is sent and identifies the nature of the alert, such as the ftp destination and the type of error.]
	EC
	

	
	340
	Use the OM GUI to verify that one can monitor for the alerts generated during testing of criteria 320 and 330/332.   Then verify the following:

a. the status of the destination is displayed correctly.

b. the associated list of distribution requests can be displayed.  

c. the list provides access to the suspension, resumption and cancellation of the requests 

e. it is possible resume the destination associated with the alert causing the alert to be marked as complete.
	EC
	

	
	341
	Perform the test specified in criterion 330 or 331. Ensure that the destination is configured for automatic retry.  After the destination has been suspended and the alert has been generated, use the OM GUI to update the distribution request such that it will now succeed.  Verify that the automatic retry kicks in, the alert is removed from the list of pending alerts, and the FTP Push operations complete successfully.  
	EC
	

	
	342
	Perform the test specified in criterion 330 or 331, but this time submit three FTP Push orders for the destination, all three containing an error that causes the ftp push operations to fail. Ensure that the destination is configured for automatic retry.  After the destination has been suspended and the alert has been generated, use the OM GUI to switch the destination to manual suspension.  Then update the distribution requests such that they will now succeed [DESIRABLE: using the update feature specified in S-OMS-x1862].  Verify that the automatic retry does not kick in.  Then resume the destination manually and verify that the alert is removed form the list of pending alerts and the FTP Push operations complete successfully.  
	EC
	

	
	345
	Submit an FTP Push distribution request that has several granules.  Cause one (and only one) of the granules to run into an FTP Push error that does not cause the destination to be suspended (e.g., delete or rename one of its files after it was staged but before it is pushed). 

Verify the following:

a. the destination is not suspended.

b. an intervention is queued.

c. the status of the destination is displayed correctly.

d. it is possible to fail the granule.

f. any remaining granules are pushed, but not the failed granule; note that failing the granule would not affect any concurrent ftp push operation for other files belonging to that granule, i.e., there is no requirement that they be cancelled.

g. after all the remaining files have been pushed, a correct DN is sent (see S-OMS-x3650).

h. A DN is also sent if the failed granule was the only one that has not yet completed pushing.

i. The DN identifies the failure.
	EC
	

	
	350
	Submit several FTP Push distribution requests of NORMAL priority, each for at least 10 granules.  While FTP push operations are in progress. Select a request that has not yet completed all FTP Push operations and change its priority to HIGH.  Verify that the subsequent dispatching of the FTP operations is in accordance with the changed priority.
	FC
	

	
	360
	Simulate a cross-DAAC ingest for at least 3 granules via an FTP Push subscription and subsequent ingest of the distributed data. The granules must belong to ancillary ESDT being exchanged between DAACs today.  Verify that the granules are ingested correctly.
	FC
	

	
	370
	Verify that it is possible to configure 64 different FTP destinations, and to configure the ftp push policy parameters also for the group of other ftp push destinations  (i.e., not configured explicitly).  Submit 65 FTP Push orders, one for each destination plus one for a destination not explicitly configured.  Verify that the orders are executed correctly.
	FC
	

	
	400
	Test the following fault recovery (details are TBD during preliminary design): simulate Data Pool file system unavailability.
	EC
	

	
	410
	Test the following fault recovery (details are TBD during preliminary design): simulate the failure of the DPL database during staging and FTP Push and demonstrate recovery.
	EC
	

	
	420
	Use at least four (4) orders for each type of final state, each type of order source (GTWAY, MTMGW, NDBRV, DPL GUI, and other), and each type of media (FTP Pull, FTP Push, physical media). Configure the retention policy differently for each order source and media type, and for successful and unsuccessful orders.  The completion times of the orders shall be such that for each combination of the above characteristics, two (2) orders are past retention and two (2) are not.  Perform order tracking cleanup and verify the following:

a. The order tracking information for orders that are not yet past retention are still in the database. 

b. All order tracking information related to orders that are past their retention has been removed. 
	FC
	

	
	500
	This test needs to be executed using AMASS and data on tapes.  Configure the Data Pool to permit at least 400 concurrent inserts from the archive.  Submit distribution requests with at least 2,000 granules.  Configure the limits on drives and archives to match the distribution of granules over tapes and archives such that at least 400 insert requests will be executed concurrently for the duration of the test except during the start phase and during the end phase when the test runs out of granules.  It is desirable to choose the granules such that at one point, at least 50 data pool inserts from a single tape are executing concurrently.

Concurrently, run normal Data Pool insert activity (e.g., triggered via subscriptions) such that it will cause at least 50 insert actions from cache to be active concurrently.

Verify that the Data Pool inserts complete normally, and that the DPM or OM GUI can be used to monitor the active inserts and identify those related to distribution staging.  Verify that displaying the list of active inserts on does not take more than 5 seconds.
	PC
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