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1 Summary

This document describes the operations concepts for the integration of Data Pool and OMS, as proposed Synergy 4.  This capability has the following objectives:

· Allow users to place media orders via the Data Pool web interface for granules they found in the Data Pool during drill down browsing.  This capability was originally described in  the Synergy 3 Ticket OD_S3_02, but then was descoped from Synergy 3.  This includes modifications to the PDS to distribute granules that have been previously staged.

· Use the Data Pool as the staging area for most orders submitted from the EDG or via subscriptions. We want to interface the Order Manager (OMS) with Data Pool services so the ordered granules are staged into the Data Pool and distributed from there.  Orders that require subsetting or request restricted or billable data, or other data that need to be handled in the Synergy 3 fashion, may or may not be included into this capability, depending on budget and schedule considerations.

· Extend the OMS operator interface (OMS GUI) to provide additional order management functionality in the area of suspending and resuming orders and monitoring staging and distribution activities for which the OMS now has responsibility.

· Route orders received from the SIPS Machine-to-Machine Gateway (MTMGW) through the Order Manager. 

The rest of the document is organized as follows: Section 2 presents several scenarios that illustrate the new operations concept.  Section 3 provides an overview of the functional enhancements and changes that are needed in OMS, DPL, and PDS to support the new capabilities. 

2 Operations Concepts

2.1 Processing Modes

The OMS will process requests according to two processing modes.  The first is the Synergy III processing mode.  Requests processed in Synergy III mode will be handled as today, i.e., validated and then submitted to PDS or SDSRV.  The second is the Synergy IV processing mode.  For requests that are executed in Synergy IV mode, the OMS will stage any granules referenced by the request from the ECS archive to the Data Pool via the Data Pool insert service.  Physical media requests will then be submitted to the PDS which will skip the staging step in that case.  FTP Push and FTP Pull will be handled by OMS directly from the Data Pool disks, as described below.

The OMS can be switched globally between the two modes for transition purposes.  When operating globally in Synergy III mode, the OMS will still process any orders submitted via the Data Pool web GUI  in Synergy IV mode.  However, the granules for these orders are already in the Data Pool and will not require staging.

When operating globally in Synergy IV mode, the OMS will process all requests in synergy IV mode except those that meet one of the following exception conditions:

· the distribution request references a restricted granule

· the distribution request references a billable granule

· the distribution request references a granule belonging to one of a configurable list of ESDT

· the distribution request references a media type configured for Synergy III style processing

A request meeting one of these exception conditions will be processed in Synergy III mode, i.e., its granules will not be staged to the Data Pool nor distributed from the Data Pool.  The reason is as follows:

· Restricted and billable granules cannot be copied into the Data Pool because the Data Pool directories are publicly accessible, making it impossible to enforce the restrictions/billing requirements .

· Some ESDT require special handling for the purposes of distribution.  The logic for this resides in the SDSRV, and hence, the distribution request has to be processed by the SDSRV.  Examples include Landsat scenes (which require subsetting by the SDSRV) and Bulk Browse products (for which the SDSRV processes an archived list of files to determine the browse images to include in the distribution).

· Some media types require special handling (e.g., secure FTP)

Though it would be possible in principle to extend Synergy IV mode to some of these requests under certain circumstances, budget and schedule constrains do not permit the implementation of the additional changes that would be required in OMS and Data Pool for Synergy IV.

2.2 Staging

For requests that are processed in Synergy IV mode, the OMS will stage the granules to the Data Pool for the purposes of distribution.  OMS and DPL services will be integrated in the following manner to accomplish this.

· The OMS will queue Data Pool insert actions for the Data Pool dispatcher (DPAD).

· The DPAD will dispatch these inserts, recognizing when they can be satisfied from the AMASS cache and when they require tape access.  

· The DPAD already dispatches  requests for granules from the same tape concurrently to reduce tape mounts and allow AMASS to optimize tape access; and lets operators limit the number of tape drives the DPAD accesses concurrently in each archive.

· The DPIU will stage this data into their regular Data Pool locations, i.e., as if they were normal Data Pool inserts triggered via subscriptions or the Data Pool batch insert utility.

Distribution via the Data Pool has several objectives.  First, many requests will reference granules that are already in the Data Pool.  They will not require any staging, reducing archive accesses.  Second, it is possible to use the large amount of disk space available in the Data Pool to build up a sizable distribution “buffer”, by staging granules in advance of when they are actually needed for distribution.  The larger this buffer, the more likely it will include granules from the same tape, and granules that reside on different archives.

The integration of Order Manager and Data Pool insert makes it possible to schedule the staging of the granules in this buffer to balance the workload across archives better and to reduce tape mounts.  Such a buffer also helps making full use of the available distribution bandwidth even though staging throughput may vary or an archive may have to be shut down temporarily.

Operators can configure a number of parameters to control and manage staging.  Most importantly, they can define high and low watermarks for the staging buffers and the requests that are being readied for distribution, separately for each media type.  OMS and DPL will schedule staging activity for distribution purposes such that the buffers are usually at target capacity, and only exceed their maximum capacity when optimizing tape access or satisfying very high priority requests requires this. Within these limits, OMS/DPL will schedule request for staging by priority, age, and other considerations that ensure that high priority requests are processed quickly, that no requests are starved, and that requests – once they started staging – will complete to avoid deadlock situations.

Operators will be able to monitor staging throughput, both overall and by media type, and the current size of each staging buffer per media type.  They will be able to filter requests by their staging status, and determine the staging status of each individual distribution request, e.g., the total number and size of granules already staged.  They will be able to monitor (via the DPL GUI) the staging operations that are currently in progress.

Operators can suspend and resume staging to respond to exceptional operational conditions.  OMS and the Data Pool Insert Services will attempt to diagnose problems with staging related services, such as Archives and Data Pool file systems.  They will queue operator alerts for these situations and suspend staging activity that uses such a service until resumed by the operator. 

2.3 FTP Push

Granules for FTP Push Distribution requests that are processed in “Synergy IV” mode are staged to the Data Pool and then queued for FTP Push immediately.  The FTP operation will then be dispatched according to the configured FTP Policy.  Once all granules for a request have been pushed, a DN will be created and sent to the user (via the OMS e-mail notification queue).

To reduce the chance of long delays between the first and last FTP Push operation for a distribution request, granules that are already in the Data Pool when the request is submitted will not be pushed until the request actually started staging.

Operators can monitor FTP push throughput and list the ftp operations that are currently in progress.  For each FTP Push request, they can determine its FTP Push status, e.g., the total number and size of the granules that completed pushing, as well as the total number/amount of granules ready for pushing. 

Operators will be able to define a set of “Frequent FTP Destination” and manage the FTP operation to these destinations individually.  Specifically, the operators can define separate values for the maximum number of concurrent FTP operations and the retry behavior in case of error.  Operators can also define the maximum number of concurrent ftp operations for all other destinations, though in general, the number of FTP operations to any one host in that group will be limited to one.  Finally, a time out can be established for the FTP Push (based on file size) to ensure that the OMS will cancel FTP requests that seem to have gotten “stuck”. 

When an FTP Push operation to a destination fails with an error, the destination is suspended and no more ftp operations to the destination are dispatched for now.  An alert is queued to inform operations.  Operations would normally resolve the issue with the operation at the remote site and then resume the destination.  However, if resolution is not possible (e.g., the contact given in the order is not responding), operators may cancel the request that caused the failure before resumption; and they may review the other requests for the same destination to determine whether they should be canceled as well.  

Desirable capabilities that may be included in Synergy IV if budget and schedule permit, include automatic retry by the OMS to see whether the destination now works, with automatic resumption of the destination if it does; and the ability of the operator to edit the FTP request(s) associated with a suspended destination in case the error is due to bad ftp parameters.

2.4 FTP Pull

Granules for FTP Pull Distribution requests that are processed in “Synergy IV” mode are staged to the Data Pool.  When all the granules for the request have been staged, a DN is generated and sent to the user.  The granules are guaranteed to stay in the Data Pool thereafter for an operator configurable time period.  The DN will indicate that time period.

The current assumption is that the DN will include an ftp link for each of the files.  This represents a change from the current operations concept, in which users receive the name of a directory to which to cd, and all the files they requested are located in that directory. An alternative would be to create at the completion of an FTP Pull request, a special directory containing links that point to staged files.  The choice will be resolved during preliminary design, based on DAAC feedback.  

Note that there is no way to recognize when the user pulled the files that were staged for the FTP Pull order.  This is because access to the FTP Pull area is anonymous, and the logs contain no indication of the links used to access a file via FTP.

2.5 Compression

Synergy IV will also provide the DAACs with the ability to request that granules be compressed before they are inserted into the Data Pool.  Compression only applies to science files, i.e., not browse and meta data files, and is configurable on a per collection basis.  As a consequence, granules that belong to collections for which compression has been configured will be distributed in their compressed format. 

2.6 ODL v. XML

The Data Pool stores the metadata for a granule in an XML file, whereas ECS places the metadata for distribution into an ODL file.  As a result, ordered distributed in Synergy IV mode will include metadata files in XML rather than ODL format. 

The capability to include an XML-to-ODL converter in OMS has been designated desirable, pending DAAC input, because of the associated cost.  This would allow the OMS to generate ODL files from the XML metadata and use those for distribution (except for FTP Pull!).  A capability that might be dependent on this is cross DAAC ingest.

2.7 Cleanup

The DAAC operators can configure the period of time for which granules are retained when they are staged into the Data Pool for the sole purpose of distribution.  This time period could range from 0 – meaning they are theoretically already expired when they are inserted – to whatever time period DAAC staff considers desirable.  At a minimum, a separate time period can be configured for granules staged for FTP Pull (the FTP Pull expiration time) as opposed to other media.  DAAC input should be solicited for other aspects that may influence retention.  

  The granules will be removed once they are expired, by the next run of the Data Pool cleanup utility.

3 Synergy 4 Scenarios

This section provides 11 scenarios that illustrate how data distribution requests will be handled with the enhanced order management services:

· Scenario 1 shows how an order is handled that a user submitted via the Data Pool Web GUI to obtain granules from the Data Pool on physical media.

· Scenario 2 shows a physical media order submitted via EDG. 

· Scenario 3 presents the flow for a media subscription.

· Scenario 4 follows an order for ftp push distribution submitted by an EDG user.

· Scenario 5 illustrates an ftp pull order submitted by an EDG user.

· Scenario 6 follows a request for FTP push subscription.

· Scenario 7 shows the steps in processing a Landsat subsetting request.

· Scenario 8 illustrates the handling of an order containing billable granules. 

· Scenario 9 shows how the Order Manager deals with orders that include restricted granules.

· Scenario 10 describes the steps for an order submitted via the MTMGW.

· Scenario 11 provides a scenario for a HEG order.  The objective is to illustrate that there is no change from Synergy 3: HEG orders are not routed through the OMS (as is also true, for example, for ASTER on-demand orders and external subsetting orders),

3.1 Scenario 1 – Physical Media Orders via the Data Pool Web GUI

This scenario illustrates a new Synergy 4 capability, namely ordering of data from the Data Pool on physical media. 

1. The user employs the Data Pool web application to drill down and select a set of granules (Synergy 2).

2. The user selects granules on the final result pages of the web application and adds them to a shopping cart (Synergy 3).

3. Eventually, the user displays the shopping cart and  via enhancements to the web application, requests the delivery of the granules via one of the supported physical media.

4. The web application submits a media distribution request to the OMS database via the OMS stored procedures.  The request lists the granules and the files that make up each granule.  (DESIRABLE) The list may include or omit the XML files at the user's option.  (DESIRABLE) There will be an option to request the metadata in ODL rather than XML.

5. The OMS database software is modified to accept requests that include granules that are already staged, and their files.  It validates the request and saves it in the database.  It also creates the necessary request and order tracking information in the MSS database.  It returns a success status and the assigned order and request ID to the web application.

6. The web application displays the order information to the user as confirmation of successful submission.  

7. The user can access the order status at a later time by providing order ID and Email address.

8. The Order Manager finds the new request during the next polling cycle and retrieves it from the database (Synergy 3).

9. The server verifies compatibility of media options with request and granule size, as well as the accessibility of the granules
 (Synergy3, but modifications will be required to handle pre-staged granules).

10. Since the granules are already staged, the server bypasses the staging step which Synergy 4 will add to the OMS.

11. (DESIRABLE) If the metadata was requested in ODL, the server converts the XML files into ODL files

12. Since this is a media request, the server submits it via the PDS Interface Driver to the PDSIS.  Synergy 4 will include changes to this interface to transfer a list of files along with each granule that does not require staging.  

13. The PDSIS is changed to skip the step that submits staging requests via the SCLI to the SDSRV when a granule is already staged.  As a result, the request is ready for PDS processing immediately. 

14. The PDS writes the media by accessing the data at the specified locations on the Data Pool disks (this requires fusing the corresponding PDS programs with the SAN).

15. The PDS is modified to skip the cleanup step when the distribution occurred directly from the Data Pool area rather than the PDS cache.  

16. Note that the granules which are on order will not be removed from the Data Pool until the distribution request is one of the completion states (typically, “Shipped”).  The Data Pool cleanup utility will be changed to skip the cleanup of such granules.  This is similar to what the utility is currently doing for HEG orders under Synergy 3. 

3.2 Scenario 2 - EDG Order for Physical Media Distribution

This scenario illustrates how physical media distribution request submitted via the EDG are handled differently by the OMS in Synergy 4. 

1. The user submits a request for the distribution of data on physical media via the EDG to the V0 Gateway (Synergy 3).

2. The V0 Gateway creates the required request and order tracking information in MSS (Synergy 3).

3. The V0 Gateway calls OMS interfaces to submit the request, passing in the MSS assigned request identifier (Synergy 3).

4. The OMS database software validates the request, saves the request information in the database, and returns a success status to the V0 Gateway.  This also queues a distribution action for the OM Server (Synergy 3).

5. The OM Server finds the queued action during the next polling cycle and retrieves it from the database (Synergy 3).

6. The server verifies compatibility of media options with request and granule sizes, and the accessibility of each granule (Synergy 3).

7. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. (To reduce transition risk, there is also a configuration parameter which lets the DAAC specify that no orders should be handled via staging to the Data Pool.)

If the request meets one of the exception conditions:

8. The server handles the request in the Synergy 3 manner. The server submits the request via the PDS Interface Driver to the PDS Interface Server (PDSIS) for processing and updates its status in the MSS database. (Synergy 3)

9. The PDSIS submits electronic data distribution requests via the SDSRV command line interface (SCLI) to the SDSRV. That is, requests submitted by the PDSIS bypass Order Management. (Synergy 3)

10. The data is eventually staged via DDIST and STMGT to the PDS platform, and the PDSIS is notified. DDIST will free the allocated staging space once the data has been pushed to the PDS. (Synergy 3)

11. Upon completion of staging, the PDS starts writing the data to the media. (Synergy 3)

12. When media generation is complete, the PDS removes the staged data. (Synergy 3)

If the request does not meet one of the exception conditions:

13. The server queues the granules needed from archive for staging to the Data Pool once the distribution request becomes eligible for staging (as determined by the configured staging policy), setting the appropriate priority and retention criteria.  

14. Staging of the granules is dispatched in a fashion that optimizes tape access, but prevents orders from being starved, or remaining partially complete for extended time periods, or getting deadlocked because the Data Pool storage is being overrun.  The dispatcher will pace the staging activities for each media type to prevent building up an unreasonably large backlog of granules that are staged but not yet distributed. 

15. As a granule is staged, an XML metadata file is created for it and stored in the Data Pool, as well.  

16. (DESIRABLE) The OMS server converts the XML files into ODL files.

17. Operators can monitor and manage the staging activity and queue.

18. If staging related errors occurred, the OMS will queue operator interventions to allow operators to disposition the failed granules (e.g., skip the granules, retry staging, or raise the priority of the request if staging of the request timed out).

19. When all granules for an order have been staged (or otherwise dispositioned by the operator), the order is queued for distribution and eventually submitted to the PDSIS.  From here on, processing is as described in Scenario 1, starting with step 12.

3.3 Scenario 3 - Physical Media Subscription

The following scenario illustrates how we envision the Order Management Service to handle media subscriptions differently in Synergy 4

1. The operator enters a "bundling order" using the Synergy 3 NSBRV GUI. (Synergy 3)

2. The order is tracked in the MSS database as a standing order.  The ID of the order is kept in the NSBRV database for future reference. (Synergy 3)

3. The operator also specifies the conditions under which the bundle is assumed to be complete. (Synergy 3)

4. The operator enters subscription(s) that reference this order.  (Synergy 3)

5. An ECS insert event occurs that matches one of the subscriptions. (Synergy 3)

6. A NSBRV subscription driver queues the corresponding distribution action. (Synergy 3)

7. A NSBRV action driver saves the request in the OMS database. (Synergy 3)

8. The OMS database validates the syntax of the request.  It detects that the request references a bundling order and adds the granule to the bundle.  It checks whether there is now a complete bundle.  If so, it creates a distribution action for the bundled granules.  Upon completion, it returns a success status to the NSBRV driver. (Synergy 3)

9. The OM Server finds the queued distribution action for the bundle and retrieves it from the OMS database. (Synergy 3)

10. The server verifies compatibility of media options with request and granule sizes. (Synergy 3)

11. Processing continues as in Scenario 2, starting with step 7.

3.4 Scenario 4 - EDG Order for Electronic Distribution (FTP Push)

The following scenario illustrates the changes to the execution of EDG FTP Push orders  in Synergy 4.

1. The user submits a request for the distribution of data by FTP Push via the EDG to the V0 Gateway. (Synergy 3)

2. The V0 Gateway creates the required request and order tracking information in MSS. (Synergy 3)

3. The V0 Gateway calls the OMS interfaces to submit the request, passing in the MSS assigned request identifier.

4. The OMS database software validates the request, saves the request information in the database, and returns a success status to the V0 Gateway.  This also queues a distribution action for the OM Server. (Synergy 3)

5. The OM Server finds the queued action during the next polling cycle and retrieves it from the database. (Synergy 3)

6. The server verifies the size of the request against the limits established for FTP Push, as well as the accessibility of each granule. (Synergy 3)

7. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. (To reduce transition risk, there is also a configuration parameter which lets the DAAC specify that no orders should be handled via staging to the Data Pool.)

If the request meets one of the exception conditions:

8. The server submits an asynchronous FTP Push acquire request to SDSRV and updates the request status. (Synergy 3)

9. The remaining distribution steps are performed by SDSRV, DDIST and STMGT as today and do not involve the Order Manager.  After the FTP Push is complete, DDIST will release the space used for staging the requested data. (Synergy 3)

If the request does not meet one of the exception conditions:

10. The server queues the granules that are needed from archive for staging to the Data Pool, setting the appropriate priority and retention criteria, once the request becomes eligible for staging.  On that occasion, any granules that are referenced by the request and are already in the Data Pool will be queued for FTP Push immediately.

11. Staging of the granules is dispatched in a fashion that optimizes tape access, but prevents orders from being starved. 

12. As a granule is staged, an XML metadata file is created for it and stored in the Data Pool, as well.  

13. (DESIRABLE) The OMS server converts the XML files into ODL files

14. If staging related errors occurred, the OMS will queue operator interventions to allow operators to disposition the error (e.g., skip the granules, retry staging, or raise the priority of a request that timed out).

15. As a granule for an order has been staged, it is queued for FTP Push distribution.

16. The OM Server dispatches the queued FTP distribution actions.

17. An OMS FTP Push driver performs the distribution action.

18. When all granules for an order have been pushed (or otherwise dispositioned by the operator), a Distribution Notice (DN) is queued.

19. The OM sends the DN.

20. Operators can monitor and manage the staging activity and queue, as well as the FTP push activity and queue.

3.5 Scenario 5 - EDG Order for Electronic Distribution (FTP Pull)

The following scenario illustrates the changes to the execution of EDG FTP Pull orders  in Synergy 4.

1. The user submits a request for the distribution of data by FTP Pull via the EDG to the V0 Gateway. (Synergy 3)

2. The V0 Gateway creates the required request and order tracking information in MSS. (Synergy 3)

3. The V0 Gateway calls the OMS interfaces to submit the request, passing in the MSS assigned request identifier.

4. The OMS database software validates the request, saves the request information in the database, and returns a success status to the V0 Gateway.  This also queues a distribution action for the OM Server. (Synergy 3)

5. The OM Server finds the queued action during the next polling cycle and retrieves it from the database. (Synergy 3)

6. The server verifies the size of the request against the limits established for FTP Push, as well as the accessibility of each granule. (Synergy 3)

7. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. (To reduce transition risk, there is also a configuration parameter which lets the DAAC specify that no orders should be handled via staging to the Data Pool.)

If the request meets one of the exception conditions:

8. The server submits an asynchronous FTP Pull acquire request to SDSRV and updates the request status. (Synergy 3)

9. The remaining distribution steps are performed by SDSRV, DDIST and STMGT as today and do not involve the Order Manager.  After the FTP Push is complete, DDIST will release the space used for staging the requested data. (Synergy 3)

If the request does not meet one of the exception conditions:

10. When the request becomes eligible for staging, the server queues the granules needed from archive for staging to the Data Pool, setting the appropriate priority and retention criteria.

11. Staging of the granules is dispatched in a fashion that optimizes tape access, but prevents orders from being starved. 

12. As a granule is staged, an XML metadata file is created for it and stored in the Data Pool, as well.  

13. Operators can monitor and manage the staging activity and queue.

14. If staging related errors occurred, the OMS will queue operator interventions to allow operators to disposition the error (e.g., skip the granules, retry staging, or raise the request priority if the request timed out).

15. When all granules for an order have been staged into the Data Pool (or otherwise dispositioned by the operator), a Distribution Notice (DN) is queued.

16. The OM sends the DN.  This includes granules referenced by the order that were already in the Data Pool and did not have to be staged.

17. Operators can monitor and manage the staging activity and queue, as well as the FTP activity and queue.

3.6 Scenario 6 - FTP Push Subscription

This scenario shows how the FTP Push subscriptions will be handled:

1. The operator enters a subscription that requests distribution via FTP push.  The subscription is not bundled. (Synergy 3)

2. An ECS insert event occurs that matches the subscription. (Synergy 3)

3. A NSBRV subscription driver queues the corresponding distribution action. (Synergy 3)

4. A NSBRV action driver submits the request via an OMS stored procedure. (Synergy 3)

5. The OMS database software validates the request and saves the request information in the database.  It creates the required request and order tracking information in the MSS database.  It returns a success status as well as the assigned MSS order and request identifier to the NSBRV driver. (Synergy 3)

6. The Order Manager finds the new request during the next polling cycle and retrieves it from the database. (Synergy 3)

7. The rest of the scenario proceeds as described in Scenario 4, starting with step 6.  However, typically, the granule will be either in the Data Pool already (if there is a corresponding Data Pool insert subscription), or in AMASS cache, obviating the need to read from archive tapes and greatly expediting the distribution.

3.7 Scenario 7 – EDG Landsat Subsetting Order

This scenario uses a variant of the media order scenario to illustrate the handling of distribution requests that require Landsat subsetting. There are only minor changes to the execution of this scenario in Synergy 4.

1. The user submits a Landsat subsetting order via EDG and the V0 GTWAY. (Synergy 3)  

2. The V0 Gateway creates the required request and order tracking information in MSS. (Synergy 3)

3. The V0 Gateway routes the order through DORRAN to get it approved. (Synergy 3)

4. After approval by DORRAN, the V0 GTWAY calls the OMS interfaces to submit the subsetting request, passing in the MSS assigned request identifier. (Synergy 3)

5. The OMS database software validates the syntax of the request, saves the request information in the database, and returns a success status to the V0 Gateway. (Synergy 3)

6. The OM Server finds the new request during the next polling cycle and retrieves it from the database. (Synergy 3)

7. The server verifies the accessibility of each granule.  For floating scene subsetting, the final order size may not be known until subsetting is complete and the server may not be able to verify that the order is compatible with order limits, other than limits that are based on granule counts. (Synergy 3) 

8. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. 

9. Since the request meets one of the exception rules, the server handles the request in the Synergy 3 manner. The remaining steps for this request are as in Scenario 2, steps 8 through 12.

3.8 Scenario 8 – EDG Order for Billable Granules

This scenario uses a variant of the Landsat order scenario (Scenario 7). There are only minor changes to the execution of this scenario in Synergy 4.

1. The user submits an order containing billable granules via EDG and the V0 GTWAY. (Synergy 3) 

2. The V0 Gateway separates the billable granules from the non-billable granules and submits a separate request for the billable ones. (Synergy 3)

3. The V0 Gateway creates the required request and order tracking information in MSS. (Synergy 3)

4. The V0 Gateway routes the order through DORRAN to get it approved. (Synergy 3)

5. After approval by DORRAN, the V0 GTWAY uses the calls OMS interfaces to submit the request, passing in the MSS assigned request identifier. (Synergy 3)

6. The OMS database software validates the syntax of the request, saves the request information in the database, and returns a success status to the V0 Gateway. This also queues a distribution action for the OM Server. (Synergy 3)

7. The OM Server finds the new request during the next polling cycle and retrieves it from the database. (Synergy 3)

8. The server verifies compatibility of media options with request and granule sizes, and accessibility of each granule. (Synergy 3) 

9. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. 

10. Since the request contains billable granules, it meets one of the exception rules, the server handles the request in the Synergy 3 manner. The remaining steps for this request are as in Scenario 2, steps 8 through 12, for media orders, and Scenario 4, Steps 8/9 for electronic orders.

3.9 Scenario 9 – EDG Order Containing Restricted Granules

This scenario uses a variant of the Landsat order scenario (Scenario 7). There are only minor changes to the execution of this scenario in Synergy 4.

1. The user submits a data order via EDG and the V0 GTWAY. (Synergy 3) 

2. The V0 Gateway creates the required request and order tracking information in MSS. (Synergy 3)

3. The V0 Gateway calls the OMS interfaces to submit the request, passing in the MSS assigned request identifier.

4. The OMS database software validates the request, saves the request information in the database, and returns a success status to the V0 Gateway.  This also queues a distribution action for the OM Server. (Synergy 3)

5. The OM Server finds the queued action during the next polling cycle and retrieves it from the database. (Synergy 3)

6. The server verifies the size of the request against the limits established for FTP Push, as well as the accessibility of each granule. Some of the granules are restricted, however, the user is privileged and can order them.  (Synergy 3)

7. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. 

8. Since the request contains restricted granules that cannot be accessed by the general public and hence, cannot be staged into the Data Pool, the server handles the request in the Synergy 3 manner. The remaining steps for this request are as in Scenario 2, steps 8 through 12, for media orders, and Scenario 4, Steps 8/9 for electronic orders.

3.10 Scenario 10 –FTP Push Orders submitted via the MTMGW

The Machine-to-Machine gateway submits data distribution requests into the OMS database.  Once saved in this fashion, the requests are processed like any other distribution request. 

1. The user submits a request for the distribution of data (e.g., via FTP Push) to the MTMGW (ECS Release 6A).

2. The MTMGW creates the required request and order tracking information in MSS (ECS Release 6A).

3. The MTMGW calls OMS interfaces to submit the request, passing in the MSS assigned request identifier.

4. The OMS database software validates the request, saves the request information in the database, and returns a success status to the MTMGW.  This also queues a distribution action for the OM Server. 

5. The OM Server finds the queued action during the next polling cycle and retrieves it from the database (Synergy 3).

6. The server verifies compatibility of media options with request and granule sizes, and the accessibility of each granule (Synergy 3).

7. The server checks whether the request meets any of the exception conditions that prevent it from being handled via staging into the Data Pool. (To reduce transition risk, there is also a configuration parameter which lets the DAAC specify that no orders should be handled via staging to the Data Pool.)

8. The remaining processing is as in Scenario 4, starting with Step 8. 

3.11 Scenario 11 – HEG Orders

HEG orders are processed no different from today:

1. The user employs the Data Pool web application to drill down and select a set of granules (Synergy 2).

2. The user selects granules on the final result pages of the web application and adds them to a shopping cart (Synergy 3).

3. Eventually, the user displays the shopping cart and requests HEG supported processing, such as subsetting and reformatting (Synergy 3).

4. The request is queued for the HEG tool (Synergy 3).

5. The tool is invoked for each granule as processing slots become available (Synergy 3).

6. The user is informed of the completion of the processing and the location of the output.  The user has a DAAC configurable amount of time to pull the output.

7. HEG processing can be monitored and managed via an operator interface.  

4 Functionality 

4.1 Order Manager and OMS Database

This section describes new functionality for the Order Manager, as well as related OMS database enhancements.

To accept orders via the Data Pool web interface for Data Pool granules:

· The OMS database must accommodate orders for staged granules and their files.

· The logic for checking the size of a request against the configured limits and to verify the accessibility of a granule must be changed to handle pre-staged granules.  For example, non-ECS granules do not have an ECS granule ID and cannot be checked against the SDSRV inventory.

· Change the OMS interface to the PDSIS to submit orders for staged granules to the PDSIS and include the pathnames of the files in the interface message.

To integrate the Data Pool with the OMS:

· Requests that require subsetting or include restricted and billable granules must be processed the old way. This also applies to data types for which the SDSRV has tailored acquire logic in its DLLs.   In addition, a configuration parameter will be supported which when set, causes the OMS to handle all requests the old way.  When switching from the “new” back to the “old” method of operation, the OMS must make appropriate provisions for distribution requests that were in progress.

· The Order Manager needs to queue ordered granules that are not in the Data Pool for staging to the Data Pool.  The assumption is that the staging will re-use  the Data Pool Dispatcher (DPAD) and Insert utility (DPIU).  Issues include:

· Cleanup policy for granules staged for distribution.  Examples of potential policies include: make a granule eligible for cleanup after default expiration time or immediately after cleanup, possibly configurable by ESDT and/or granule age.  Increase the retention as granules get referenced more often. The choice of cleanup policy affects insert parameters such as retention period and priority, as well as whether to populate the full Data Pool inventory and warehouse database tables.

· Race conditions with Data Pool cleanup and subscription-based insert (I.e., avoid inserting twice).  

· The DPAD dispatch logic needs to be enhanced.  Concerns include, in addition to optimal use of tape devices:

· Satisfying high priority request(s) quickly (e.g., MODAPS ftp push requests) 

· Not keeping too many requests too long in the staging state to avoid overloading the Data Pool cache (i.e., try to complete distribution requests once they started staging), 

· Amount of data already queued up for the given media type (i.e., do not stage more than can be distributed over some time window)

· Data Pool free space (i.e., don't start new orders if there is not enough storage space).

· In addition, DPAD and OMS must be integrated to ensure that their decisions reflect the configured staging policy.

· The OM Server must queue media orders for submission to PDS as soon as all granules are staged.

· The OM Server must queue operator interventions if exception conditions are triggered during staging, e.g., granules encounter staging errors or orders have waited too long.  

· The OMS database must support the new types of staging interventions.

· The OM Server must queue DN e-mail for FTP Pull orders after all granules for FTP Pull have been staged or otherwise dispositioned.

· The OM Server E-mail driver must send queued DN for FTP Pull (new type of DN).

To enhance the management of FTP push operation:

· The OM Server will include an FTP Push driver, and will queue granules for FTP Push orders for distribution as soon as they are staged.  However, granules referenced by an FTP Push order and found in the Data Pool will not be pushed until the order is made eligible for staging.

· The OMS can detect serious (fatal) FTP problems and place distributions to the same FTP address on hold, and queue an operator intervention (with corresponding OMS GUI capabilities to manage such suspensions, as listed in a later section).

· The OMS restarts suspended FTP Push destinations automatically after the problem has been corrected.  For example, the OM Server might retry the failed FTP Push request in regular intervals and unsuspends the FTP destination when the FTP Push is successful (note, however, that more than one FTP Push to the same destination may be in progress concurrently).
· The OMS database must support the new types of FTP interventions.

· The OM Server must queue DN e-mail for FTP Push orders after all granules have been staged or otherwise dispositioned.

· OM Server can support multiple FTP Push thread pools according to destination (the intent is to guarantee the availability of a minimum number of threads for certain destinations).

· The OM Server E-mail driver must send queued DN for FTP Push (new type of DN).

The following are desirable capabilities:

· For orders not coming from the DPL Web GUI, the OMS converts the XML file associated with a DPL granule staged to ODL.

4.2 Order Manager GUI

This section lists the new OMS GUI functionality, as well as the corresponding database support (e.g., stored procedures):

· Let operators set the operational mode and the data types representing exceptions.

· Let operators configure the distribution staging and retention policy and the FTP Push policy.

· Provide screens to monitor staging activity and update the existing screens so operators can display the staging state of a request

· Add staging statistics to OM Throughput Page.

· Add disk utilization statistics (e.g., by media type and request state)

· Monitor ongoing staging operation (e.g., provide link to DPL GUI);  

· Monitor staging queue (e.g., perhaps modify DPL GUI so operators can see what portion of the DPL insert activity is related to distribution requests). 

· Filter/sort requests by their staging status.  On request lists, display media type, request size, staging completion state (amount staged, amount left to be staged) as part of the listing  On granule lists, display the granule’s staging status. 

· Provide screens to manage and monitor the FTP Push distribution activity, for example:

· Provide current FTP throughput on OM Throughput Page.

· Monitor ongoing FTP Push operation (e.g., list the FTP Push operations currently in progress)

· Filter/sort the FTP Push requests by their FTP Push status.  Display request size and completion state (# of files/MB pushed, left to push). 

· List the suspended FTP destinations; list the requests affected by a suspended FTP destination.

· Resume a suspended FTP destination.

· Support the display and disposition of the new types of intervention (e.g., staging and FTP Push errors).

· Add a number of DDIST GUI functions to the OMS GUI:

· Display requests by any combination of states (similar to DDIST GUI)

· Suspend, resume, cancel, and change the priority of a specific request (if it is currently under OMS control).

· Suspend and resume all new requests.

In addition, the following new OMS GUI functions are desirable:

· Generate alerts for requests that wait too long for staging, or remain staged for too long without completing.

· Provide a screen to monitor the FTP Push distribution queue:

·  Allow operators to find out which requests are waiting for FTP Push operations, and where in the queue a request is (or where in the queue its granules are).

· Allow operator to change the priority of requests whose granules are in the FTP Push queue.

· Allow operators to suspend a FTP Destination.

4.3 PDS and PDSIS

This section lists the changes to the PDSIS and PDS:

· The PDSIS must support the new interface message to accept orders for pre-staged granules, including the file path names.

· The PDSIS must skip the staging step for staged granules.  It must recognize that the order is available for distribution when granules are pre-staged.

· The PDS must access staged granules in DPL.  PDSIS needs to provide the appropriate path information for each file.  The PDS programs that perform the media copy operations must run in fused mode.

· The PDS cleanup step must be skipped if the granules are pre-staged, depending on cleanup policy.

4.4 Data Pool Web GUI

The following enhancements are required for the DPL Web GUI.

· Allow users to order the data in the shopping cart for distribution on physical media. [Note: This does not include outputs of HEG processing]

· Check the order against media limits and provide appropriate feedback to the user.

· Save physical media requests to the DPL database via the DPL stored procedures.

· Display order confirmation for physical media orders to the user.

With the following capabilities being desirable:

· Email an order confirmation to the user.

· Allow user to access the status of orders they submitted via the DPL Web GUI also via DPL Web GUI.

· Allow users to include or omit the XML file on distribution.

· Allow user to request metadata in ODL format.

4.5 Data Pool Utilities and Operator GUI

Data Pool Cleanup:  

· Skip cleanup of granules that are part of unfinished distribution requests

· Enhance performance to cleanup 90,000 granules per day concurrently with staging and access activity

Data Pool Insert: 

· Integrate DPL Insert Service with OMS staging policy

· Notify the OMS when the insert for granules queued by the OMS is complete.

· Enhance Data Pool insert performance to stage up to 90,000 granules per day, half of which are from the archive; and support at least 400 concurrent archive staging processes. 

Data Pool Operator GUI:  

· The DPM GUI may require upgrades to support monitoring of the large number of concurrent insert operations that will be required. 

· Operators should be able to tell what portion of the current DPL insert activity is related to distribution.

� 	Cross DAAC ingest could also be supported by listing the data types that DAACs exchange among those exempted from Synergy IV processing; or by flagged the corresponding subscriptions such that they are submitted to the SDSRV rather than OMS.


Granules could be inaccessible for a variety of reasons.  For example, although the implementation of media distribution from the Data Pool will include provisions to prevent granules from being removed from the Data Pool while an order is pending for them, this could never the less happen.





