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Ticket : DP_S4_03

Propagation of ECS Granule Deletions to Data Pool 

	Launch Criticality: SYNERGY IV

Review: SDSRV, DPL

Priority: NO DATA 

Number of Tracked Ticket Changes: 
	 
	Ticket CCR Number*:  

Ticket CCR Date*: 
* Represents changes to information from Ticket table only. Does not include information linked in from other tables.


	NOTE: The number of tracked changes (above) represents the number of changes to this particular Ticket. Whenever the data appearing in this Ticket changes this number is incremented by 1.


External Interface Dependency:
none 

Subsystem Dependency:

SDSRV, DPL

Preconditions:

The test criteria assume a populated Data Pool and corresponding Data Pool inventory.

Testing requires that the Data Pool include files for at least 50,000 granules covering 10 different ESDT and 5 different data groups. 

Differences from Previous Releases:

In the previous release, DAAC needed to remove any granules that were deleted from the ECS inventory from the Data Pool manually using Data Pool maintenance script.  Since the Data Pool cleanup capability can take as input a list of identifiers of granules to be deleted, the main operational burden was to create such a list if it was not yet available. 

Operations Concept:

The Data Pool provides a large disk cache at each DAAC to hold selected earth science data, the corresponding metadata and browse data. A subset of ECS data is inserted into the Data Pool and is made available to the user (external user or DAAC operator) via web access and anonymous FTP download. To keep the Data Pool data holdings consistent with the ECS, it is desirable to remove the data granules from the Data Pool inventory and the disk cache when the same granules have been flagged as logically deleted or deleted from archive (DFA) in the ECS inventory; or when operators remove granules from a collection in order to hide them by updating the collection version. 

ECS granule deletion occurs in several stages. First, a logical deletion script is run flagging the granules that are qualified for deletion as being 'logically' deleted. That means that they can no longer be accessed, but their inventory entries are not yet removed. The deletion flag consists of a time stamp recording the logical deletion time. If the granules are to be deleted from the archive, a Delete From Archive (DFA) flag can be set as well for each granule.  The physical removal of the granules does not occur until a physical deletion script is run. This script removes the granules from the inventory and produces a list of granule files that are eligible for deletion from the ECS archive. This list is transferred to the STMGT CI which is responsible for the removal of the files from the archive.

The following are two possible operational scenarios for propagating granule deletions to the Data Pool.  The first is already supported by the current version of the Data Pool, but will be enhanced by the proposed capability.  The second scenario is new and requires the enhancements described in this ticket. 

Scenario 1. 

1. DAAC Operations creates a list of identifiers of the granules to be DFA’d or deleted.

2. DAAC Operations formats the list in accordance with the input specifications of the Data Pool cleanup utility.

3. DAAC Operations runs the Data Pool cleanup utility using the prepared file as input.

4. DAAC operations runs the ECS deletion utility for the same set of granules.

However, the ECS deletion utility accepts input options that are currently not supported by the Data Pool cleanup utility:

· ESDT short name, ESDT version, and granule temporal coverage or granule insert time range

· A file that can contains the ESDT short name, version and local granule ID or the geoID of a granule.

The ticket provides for enhancements to the Data Pool cleanup utility to accept the same inputs in addition to the existing ones.  To permit DAACs to use the same input for both the ECS and Data Pool deletion utilities, the Data Pool cleanup utility will ignore granules whose deletion is requested but that cannot be found in the Data Pool.

Scenario 2.

1. DAAC Operations performs the deletions or ESDT version updates for granules through ECS or DAAC developed scripts as today.

2. The change of the ECS Inventory executes a database trigger that saves the ID of the granule into a list of granules to be deleted from the Data Pool.

3. DAAC Operations runs Data Pool cleanup either as regularly scheduled or as needed.  Cleanup will include the granules in this list in the set of granules that need to be cleaned up and will proceed to remove them.

This approach is operationally simpler, as the list of the granules that need to be deleted is created automatically.  The DAACs do not need to create a file for input into the Data Pool cleanup.  However, the scenario has the disadvantage that there is a time lag between deletion of the granule from ECS and deletion from Data Pool that depends on when or how often the DAAC runs the cleanup.

The ticket currently provides for both approaches.  Note that the trigger may place  granules on the deleted granules list that are not in the Data Pool, either because they were never added to the Data Pool or because they were already deleted form the Data Pool (as in Scenario 1 above).  The Data Pool cleanup will include provisions to handle this situation efficiently, i.e., with minimal unnecessary overhead.

Operational Impact:

DAAC will be able to propagate ECS granule deletions to the Data Pool more reliably and with less effort.

Transition Approach:

NONE.

Comments:

NONE.

Level 3 Requirement(s): TBD

IRD Requirement(s): None

Level 4 Requirement(s):    DRAFT,  Subject To Approval

	L4 ID
	L4 Text
	Crit.
	L4 Release
	CCR Num

	S-DSS-xxx10
	The SDSRV CI shall maintain a table of science or browse granules that have been logically deleted, deleted from archive (DFA), or re-versioned (i.e., whose collection version was updated).
	10, 20, 30
	Synergy IV
	

	S-DSS-xxx20
	The table of deleted and re-versioned ECS granules (logically deleted or DFA'ed) maintained by the SDSRV CI  shall contain the following information for each granule:

a. ECS dbid
	10, 20, 30
	Synergy IV
	

	S-DSS-xx30
	The SDSRV CI shall identify errors encountered in maintaining the list of deleted granules 


	TBD
	Synergy IV
	

	
	<ALREADY IMPLEMENTED>
	
	
	

	
	 <ALREADY IMPLEMENTED>
	
	
	

	S-DPL-xx110
	The Data Pool Cleanup Utility shall include those granules in the Data Pool cleanup that are listed in the ECS deleted granules table maintained by the SDSRV CI and also reside in the Data Pool, unless the cleanup run obtains the list of granules to be deleted from an input file.
	10, 20
	Synergy IV
	

	S-DPL-xx120
	The Data Pool Cleanup Utility shall provide a command line option to only include the granules listed in the ECS deleted granules table in the cleanup. 
	15
	Synergy IV
	

	S-DPL-xx130
	Upon successful completion of a Data Pool cleanup run, the Data Pool Cleanup Utility shall remove the granules that it has processed from the ECS deleted granules table. 
	10, 20
	Synergy IV
	

	S-DPL - xx140
	The Data Pool Cleanup Utility shall write to the log 

a. The granule ID, short name, and version ID of each granule found in the ECS deleted granules table that has been removed from the Data Pool

b. The total number of those granules that were removed
	10, 20
	Synergy IV
	

	S-DPL - xx150
	The Data Pool Cleanup Utility shall be able to cleanup the granules that are in the Data Pool and the ECS Deleted Granules table at the same rate as other granules; and shall not spend more than 1 minute in evaluating and clearing the ECS deleted granules table for every 5,000 granules it contains.
	90
	Synergy IV
	

	S-DPL - xx160
	The Data Pool Cleanup Utility shall permit an ECS operator to select, via command line parameters, Data Pool granules for deletion by providing either:

a.  an ESDT short name, ESDT version, and temporal range, or 

b. an ESDT short name, ESDT version, and granule ECS insert time range.

(Note: The Data Pool Cleanup utility would cleanup any granules it finds in the Data Pool that belong to the collection and whose temporal coverage intersects with the specified temporal range, or whose insert into ECS occurred during the specified insert time range).
	60, 70
	Synergy IV
	

	S-DPL - xx170
	The Data Pool Cleanup Utility shall allow granule to be identified in the granule ID file also via the following information:

a. ESDT short name, version and local granule Id; or

b. SDSRV granule Id (geoID). 

Note that this is in addition to requirement S-DPL-13094 in DP_SY_03.
	80
	Synergy IV
	

	S-DPL - xx180
	The Data Pool Cleanup Utility shall skip the processing of granules it was requested to cleanup but cannot find in the Data Pool.
	80
	Synergy IV
	

	S-DPL - xx190
	The Data Pool Cleanup Utility shall log skipped granules and the reason for skipping.
	80
	Synergy IV
	


L4 to L3 Mappings: TBD

L4 to IRD Mappings: N/A

Criteria:  DRAFT, subject to Approval

	Criteria Key
	Criteria ID
	Criteria Text
	Type
	CCR Num

	
	10
	Perform several ECS granule deletion runs, such that there are at least two runs involving logical deletion, and at least two runs involving DFA flag setting. Each run shall delete at least 10 granules. Make sure that at least half of the granules that are logically deleted respectively, DFA'ed are in the Data Pool and that at least one of the delete granules in each case is not in the Data Pool. 

Next, perform a Data Pool Cleanup run that will cleanup at least 10 data pool granules in addition to the ones listed in the ECS deleted granules table. 

Verify the following:

a. The ECS deleted granules table has the correct contents. 

b. The Data Pool Cleanup utility removes the ECS deleted granules and other Data Pool granules qualified for cleanup along with the associated files from the Data Pool inventory and the disk cache. 

c. The Cleanup utility logs a list of deleted granules and the associated files properly

d. The Cleanup utility removes the ECS granules that it has processed from the ECS deleted granules table.
	FC
	

	
	15
	Repeat the test in criterion 10, but this time restrict the first cleanup run to include only the ECS deleted granules.  Verify that these granules are correctly removed and the ECS deleted granules table is correctly cleaned up, but that none of the other eligible granules are removed from the Data Pool.. 
	FC
	

	
	20
	Perform a set of ECS granule deletion runs as described in Criterion 10. Next, perform a Data Pool Cleanup run. While the cleanup run is ongoing, make an additional ECS granule deletion run to delete at least 10 more granules, of which at least 5 are also available in the Data Pool.  

Verify the following:  

a. The Data Pool Cleanup utility correctly removes all qualified granules that were in the cleanup table when the cleanup run started. (Note: it may delete granules that were added by the additional ECS deletion run).

b. Upon completion, the Data Pool Cleanup utility removed from the SDSRV database table all granules that were processed, and does not remove any granules that were not actually cleaned up.

At this point, perform another Data Pool Cleanup run and this time verify that all qualified granules from the additional ECS granule deletion runs that were left unprocessed get processed correctly by this cleanup run.
	FC
	

	
	30
	Via a script or isql, flag at least 10 granules in the ECS inventory as logically deleted, and at least 10 others as deleted from the archive.  Furthermore, re-version at least 10 granules to a different version of the ESDT.  Verify that the granules appear correctly in the ECS deleted granules table.
	FC
	

	
	60
	Perform a Data Pool cleanup run specifying an ESDT short name, ESDT version, and temporal range.  Ensure that there are at least 10 granules that meet the specified criterion.  Verify that all eligible granules are cleaned up, and no others.  

Then use the same input to perform an ECS granule deletion run.  Verify that the deleted granules are listed in the ECS deleted granules table.  Then perform another Data Pool cleanup run that will include at least 10 Data Pool granules not deleted from ECS..  Verify that the cleanup is performed correctly and that the ECS deleted granules table was cleaned up correctly.
	FC
	

	
	70
	Perform a Data Pool cleanup run specifying an ESDT short name, ESDT version, and insert time range.  Ensure that there are at least 10 granules that meet the specified criterion.  Verify that all eligible granules are cleaned up, and no others.  

Then use the same input to perform an ECS granule deletion run.  Verify that the deleted granules are listed in the ECS deleted granules table.  Then perform a normal Data Pool cleanup run that will include at least 10 Data Pool granules not deleted from ECS..  Verify that the cleanup is performed correctly and that the ECS deleted granules table was cleaned up correctly.
	FC
	

	
	80
	Perform a Data Pool cleanup run specifying an input file that identifies at least 10 granules by Data Pool granule ID, 10 granules by SDSRV geoID, and 10 granules by  ESDT short name, version and local granule Id.  In each of these groups, at least 5 granules shall reside in the Data Pool, and at least 2 shall not.  Verify that the correct granules are cleaned up and no others, and that those that were listed in the input file but did not reside in the Data Pool are logged correctly.  

Then use the last two sets of input (i.e., geoID and local granule ID) to perform an ECS granule deletion run.  Verify that the deleted granules are listed in the ECS deleted granules table.  Then perform a normal Data Pool cleanup run that will include at least 10 Data Pool granules not deleted from ECS. Verify that the cleanup is performed correctly and that the ECS deleted granules table was cleaned up correctly.
	FC
	

	
	90
	Through some mechanism cause at least 25,000 granules to be included in the ECS deleted granules table, of which about 5,000 granules shall be in the Data Pool.  Perform a Data Pool cleanup and verify from log entries that processing and cleaning up the ECS deleted granules table took no more than 5 minutes, and that the cleanup of the granules that do reside in the Data Pool is performed at the rate required for Synergy 4 (Note: this rate is specified in WL_S4_01).
	PC
	

	
	100
	Perform a Data Pool cleanup run specifying an input file that identifies at least 200 granules for cleanup, all of which shall reside in the Data Pool.  Kill the clean-up run while it is in progress and has cleaned up between 25% and 90% of the total number of granules expected to be removed. Restart the run and verify that it completes correctly.
[Note that this is a repeat of criterion 140 in ticket DP_SY_03, verifying that recovery works correctly when the granules to delete are specified in a file.]
	EC
	

	
	110
	Perform a Data Pool cleanup run while there are at least 200 granule deletions that need to be propagated from the SDSRV to the Data Pool. Kill the clean-up run while it is in progress and has cleaned up between 25% and 90% of the total number of granules expected to be removed. Restart the run and verify that it completes correctly.

[Note that this is a repeat of criterion 140 in ticket DP_SY_03, verifying that recovery works correctly when the granules to delete are propagations of deletions from the SDSRV.]
	EC
	


